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Introduction

New ways have to be explored if the miniaturization of thetedaic devices
is to continue at the same pace as in the last decades. Basidesng in
exponentially increasing fabrication costs, the down-scaling ofcédptithographic
processes in the “top-down” approach for silicon chip manufactwilhgoon lead to
fundamental physical limits [IO00]. An alternative possibilitytasexplore the so-
called “bottom-up” approach, which is based on the formation of functubates
out of prefabricated molecular building blocks with intrinsic electrgmoperties - an
area generally referred to asolecular_electronicsand nanodevices Molecules
can be viewed as the ultimate limit of electronic devices, since theiissaout 1nm.
By using appropriately designed organic molecules, the densitgrnsistors per chip
might potentially be increased by up to a factor of ddmpared to present standards
[IGAOO, RTOO].

The possibility of tailoring organic molecules with particular props, the
tunability of their characteristics, and the efficiency andilfiéity of deposition
methods, are reasons for a strong effort to show their appiigaddl competitive
materials with respect to inorganic semiconductors. The ideainf) able to control
and explore ways to incorporate organic functions into existicigntdogies and to
build molecule-based nanoscale electronic circuits with reafjfyilogic and
switching functions has stimulated experimental attempts to Ilsuikth molecular
electronics, and theoretical efforts to describe and predict their pesperti

Organic functionalisation of the metallic surfaces has impbdgaplications,
e.g. in catalysis, sensors, adhesion, corrosion inhibition, moleculagnigon,
optoelectronics and lithography [Rav03]. Electronic transport involvingeecogds is
attracting increasing interest because single moleculgbtnbe able to control
electron transport. The inclusion of biological active molecules anaddheept of
bioelectronic devices add further weight to this idea. Within sutéclnological
complex, it is clear that the development of future organic/inorgiaésfaces is
critically dependent on establishing a fundamental understandingpeofvdrious
bonding and lateral interactions that govern the ultimate orientabafgrenation and
two dimensional organization of these molecules at the surface.

As a consequence, in all cases, molecule-surface interactigmeplatal role,
since the binding and ordering of molecules on surfaces is in geoatablled by a
delicate balance between competing molecule-substrate and irdeuataol
interactions. Another consequence of the complex interactions involvedjnce




molecular behavior, although valid for molecules in the gas phasmotcde
transferreda priori to a situation, in which the molecules are adsorbed on the
substrate. For example, the exact adsorption conformation may pieypariant role
when measuring the conductance through a single molecule.

During recent years a whole range of highly sophisticated eneetal
technigues have been developed for testing the properties of the moleculesaas surfa
[IFFO3]: AES (Auger electron spectroscopy), AFM (atomic éorgpectroscopy),
EELS or HREELS (high resolution electron energy loss spectrgscbRED (low
energy electron diffraction), STM (scanning tunneling microscgofy)S (scanning
tunneling spectroscopy), XPD (X-ray photoelectron diffraction), XPSray
photoelectron spectroscopy). All these techniques offer valuablghiasinto the
ordering of molecules on the surfaces and into molecule-surfageadtions. In
general, the information obtained with some of the experimesthhiques (as AES,
LEED, HREELS, XPD, XPS) is averaged over large areath@fsample substrate
compared to the characteristic molecular distances on the suftiiceugh high-
resolution STM/STS can manipulate matter with atomic scaleisioa the
information obtained in most of the molecule-substrate cases is reet df
ambiguities. This clearly limits the ability to yield infortirea on local properties,
which is essential in the present context.

A fundamental new insight into the very detailed binding geometnés a
ordering of the molecules on surfaces and specificity of thexaation that occur
between anchored molecules can be obtained by perforatingitio calculations.
Among many fascinating questions connected with the problem of adsprimio
basic ones can be answered usabginitio methods: the first refers to the structure
and_energiesf the adsorbed molecules and the second, perhaps more subtle question,
is concerned with the way in which the electronic propedfdte substrate material
and the molecules are modified by the adsorption.

The basis ofab initio calculations is the density functional theoHT),
which states that the ground state properties of a many-elesyrstem are
exclusively determined by the electron density. It has been shwtrthie quantum
mechanical many-particle problem can be mapped onto a system -gfte@cting
electrons moving in an effective potential. Using the generaligeadient
approximation GGA) for the exchange-correlation functional, the pseudopotential
method in a supercell approach, i.e. reciprocal space formulation [IZ@nE]
iterative numerical methods for solving the single-particle égusFle87], theab
initio method can be applied to large and complex molecular-surface systems.

For this purpose we have developed in our group the program package
EStCoMPP, an “Electronic Structure Code for Materials Properties andeBses”,
which has been used throughout this thesis. It istamnitio molecular dynamics
program in the spirit of Car and Parrinello based on a plane-wave s&s The
physical system is represented as a periodical supercelESh€oMPP program
contains the projector-augmented-wave metla\) in a formulation similar to the
one proposed by Bléchl [BI694], but also includes elements of a pseudocharge
method proposed by M. Weinert [Wei81] for the full potential lineariaagmented
plane wave method. It is optimally suited for calculating foeesrted on the atoms
and to determine the equilibrium structures of complex systemsurtdces and




molecule-surface systems. The program package containsE8&CoMPP-
Visualization Tool EStCoMPP-VT) [AA02] that is used to visualize the position
of the atoms in the unit cell and electron densities calculatdd El5StCoMPP-
program.

We shortly describe the basics of the DFT in Chapter 1 ingudime
generalized gradient approximation to the exchange-correlatiatidoal, which is
used to describe molecules and molecule-surface systems alycufGhapter 2
contains the description of the plane-wave representation of thdydgmetional
theory, and Chapter 3 is devoted to the pseudopotential concept and genertiigon of
pseudopotentials in the Kleinman-Bylander and the PAW formalismthAdinal
chapter of the theoretical background Chapter 4 contains the flow miagfrdhe
EStCoMPP-code and the implementation of all theoretical ideas.

In order to verify the accuracy of the results obtained withppagram we
have calculated the geometrical structure of Cd impuritieh wécancies and
interstitials in Si/Ge bulk. Our results, which are presente@hapter 5, have been
used by a collaborating group (using a KKR all-electron method) landpecific
geometry has been properly assigned to the measured eleddrigréidient (EFG) in
Si/Ge.

In order to understand the interface organic molecules-mesaltistrate it is
important to study model systems in detail. In this thesissthe&cture (bonding
geometry and electronic structure) and local order of seweo#&cular layers on
Cu(110) surface have been investigated. Formate, 3-thiophene carboxylat
glycinate molecules form such molecular layers. All theseeoubbs contain the
carboxylate group but their geometrical structures differ: wfolenate and 3-
thiophene carboxylate are planar molecules the glycinate hasdime8&sional
geometry. All investigated molecules chemically bind to Cu(110jhgacarboxylate
group. A lot of very complex organic and biological molecules, whiehiraeresting
from the surface science point of view, use the carboxyl group asanoring group
to bind to metal surfaces. For recent reviews on molecular adsoigee [Rav03],
[BRO3].

Formic acid is the simplest molecule that contains a carbgeotip. The
adsorption of formic acid on copper single crystal surfaces, ircpatiCu(110), has
attracted considerable attention due to the identification of foramte key stable
intermediate in methanol synthesis which is carried out comriigraging copper-
based catalysts. Formic acid adsorbs at the Cu(110) surface sthie being a
perpendicular formate-molecular layer on the metallic sur@bapter 6 of the thesis
is concerned with the bonding geometry and electronic structure ofttomudecules
for different coverages on clean and oxygen-precovered Cu(110) surfaces.

The family of five-membered heterocycles, which includes 3-thiophene
carboxylic acid, is the main constituent of the polymeric orgammclgctors. There is
an increasing interest in the adhesion and growth of oriented potymaterials on
surfaces. Many investigations are performed in order to understarmtdperties of
the polymer-precursor-substrate interfaces. With such informatioshould be
possible to fabricate a specific polymer-surface structureynaéh chemistry and
physics can be controlled and optimized to achieve specificafliyedeproperties.
The chemical adsorption of 3-thiophene carboxylic on theCu(110) sysfadeces



an ordered 3-thiophene carboxylate molecular layer in which the medeeuk
perpendicular on the surface. Chapter 7 of this thesis investith@doonding to the
surface, the lateral interactions, the orientation and alignmedsoirbed 3-thiophene
carboxylate molecules on Cu(110) surface.

The study of bonding geometries of model species such as simpieacids
can assist the interpretation of more complex systems includapgcts of
biochemically and chirally active films. For example, the stm&s, conformations
and local ordering in the self-assembled monolayers deternhiae possible
interaction with other incoming species in the process of malecetognition. The
functional groups involved in the bonding of the molecule to the surfaceetilbe
available for coupling to other species from the surrounding mediuncin@lys the
simplest aminoacid, it has an important function in the neurotransrsifstem.
Glycine adsorption on the Cu(110) surface produces a flat layerlyoinate
molecules, binding to the surface via both functional groups (carboxidtamino).
Some experiments suggested the formation of heterochiral domamsnilecules
where both enantiomers are present in the unit cell) as walbraschiral domains
(two molecules of one enantiomer type are in the unit cell), o#paErienents report
the existence of only heterochiral domains. Chapter 8 of this tisesimcerned with
the study of the bonding properties of the glycinate molecules anstabgity of
possible different domains that can be formed at the Cu(110) surfaeere$ults
obtained allow a unique assignment of the registry of glycinatdkecules at the
Cu(110) surface.
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DENSITY FUNCTIONAL THEORY

Chapter 1

1.1. Density Functional Theory

First principles or‘ab initio’ methods are based on the quantum mechanical
equations governing the behavior of the system studied. The aim ofké#seds is not
to solve the many-body Schrddinger equation exactly, but to selewtlzod to find
adequate approximations to the full solution, in order to predict the pegpene wants
to study.Ab initio calculations can be considered a bridge between classicay der
experiment, which is why they are sometimes referred tocasiguter experiments”.
They provide insight into phenomena that are too complex to be ta@dbdically, and
allow the determination of material properties if experimergsnat feasible. Thus first
principles calculations are valuable tools that can aid the exijganatnd deepen the
understanding of conventional experiments.

The ground-state properties of any non-relativistic time-indepengigsmtum
system can in principle be determined by solving the stationary Schrodinggoegua

HW(ELE Tyl R Ry Ry Ry )= BR[0Ty Byl R Ry Ry Ry ) (1101)

where H ,HJ(Fl,FZ,Fs,...,FN R,R,,R;,....Ry, ),E are the Hamiltonian, the many body

wave function and the total energy of the systerareHwe distinguish between the
coordinates of the nucleR, and of the electrons constituting the system considered.

They interact via the Coulomb law, and the totainttonian for such a system is given
by:

N Mo p? 2 NORt 1 X ZZ
H= o DR_ZZm r. " ame 22TE A
i=1 Z =1 e ! 0 i=l J=1 R _Rj ‘
> (1.1-2)
Z e 1 N N eZ

1 MM )
rE LXE T
Amre, o j:l‘ Rj —f‘ Arre, 2= ‘r -

j>i
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DENSITY FUNCTIONAL THEORY

whereM andN are the total number of nuclei and electrons, eetyely; {mZi Z, ,ﬁi}
are the mass, charge and position of nuémg,ﬁ ,e} represent the mass, position and

charge of the electrons.

The first two terms of equation (1.1-2) repredéstkinetic energies of nuclei and
electrons; the following terms are the Coulomb gi@sr due to ion-ion repulsion, ion-
electron attraction, and electron-electron repulsithe Schrédinger equation above can
only be solved exactly for the hydrogen atom. Cnfgw other model systems also yield
differential equations with exact solutions, depregdn the functional form of potential
energy and number of particles, like particles irbax, rigid rotors, and harmonic
oscillators. In practice, for a real solid, a numbephysically reasonable approximations
are required which will be discussed in the follogyi

In most instances the “adiabatic” or Born-Oppentezi approximation [BH54]
can be made, separating the degrees of freedomeatfans and nuclei. Due to the large
difference in massn, / m, <<1, the electrons will respond instantaneously to the

movement of the much heavier nuclei, (sic) the eaictoordinates can be considered as
external parameters for the electronic part of slgetem. In this approximation the
electronic ground state energy, which depends enntiiclear coordinates, enters the
separated nuclear problem as part of the poteahalgy. In this thesis the nuclear
motion will be treated classically by Newtonian dymcs.

Using this Born-Oppenheimer approximation, thecteters move in a fixed
external potential due to the nuclei, and the ed@dt part of the Hamiltonian can be
written as:

R N 2 N M Ze N N
=Y o O ey 22, | e, BT o7
i=1 e ' 0 i=l j=1| Ry 7 0 i=1 = ‘I’- fi ‘

i
j>i

2

(1.1-3)

However, solving the electronic Schrédinger equmatvith its many degrees of
freedom is still impossible for most realistic gysi.

Hartee ([Har28]) suggested the “independent edacapproximation”, in which
the many-electron wave functio®(F,,f,,F,,....F,) is a product of single particle
functions W, (Fl) Electrons are spin-1/2 particles and have to dheyPauli principle,
which states that the many-electron wave functias o be anti-symmetric with respect
to the permutation of any two-electron coordinabesluding the spin degrees of freedom
S, for the electrons this condition leads to:

)= WS TS ) (1.1-4)

The Hartree Ansatz has been expanded to includesstmmetry restriction by
Hartree and Fock ([SO82], [HRS86]). The N-electvaave function is approximated by
a Slater determinant, i.e. an anti-symmetrised yocbdf N-orthonormal single electron

12



DENSITY FUNCTIONAL THEORY

wave functionsY, (ﬁ S, ) each consisting of a spatial orbitbail(r”) and a spin function
ofs )™

W) W(is) . . W(is)
. W(s) W(hs,) . . W(s,)

W (FS,,F,S,,F;S5.. ), SN):W . . . . (1.1-5)
l.IJI(FN SN) l.IJZ(FN SN) . . l.IJN (FN SN)

The single patrticle orbitals fulfill the orthonoalh'ty conditions:
> [wilFs)wifrs)ar =(w |w)=[dF ¢,() 8, () 0 (s) o, ()=5,  (1.1-6)
S s,

Generalizations of this approach in order to tak® account correlations
between electrons beyond the anti-symmetrizatiom lusear combinations of Slater
determinants. This method is known as “configuratigeraction” ([SO82], [Ful95]).

Most numerical approaches to treat the interactivany-electron problem are
based on the electron density-functional formalisAohenberg and Kohn have
established two remarkable theorems applying to system consisting of electrons
moving under the influence of an external potemi@J(r) (e.g. lonsj.

Q Theorem I The external potential and the total energy oiné@racting many-
electron system are unique functionals of the Ejecniensityn(f).

Following Hohenberg and Kohn, the ground stategnean be written as:
E[n(r)]= [n(7 Ve (F)dr +F [n(r)] (1.1-7)

where F[n(F)] is an unknown but universal (i.e. not explicitlgpdnded on the external
potential) functional of the electron densi‘l{f )
The proof of Theorem 1 proceeds by reductio adiralsn: First, one observes

that the HamiltoniaiH for the system, and thus the ground-state enérgye uniquely
determined by the external potential. They argedlay:

H=F+V,, E[n(r)] <w\ \w> (1.1-8)

Lo(s, =+Y2)=a; ols, =-12)=p represent spin-up and spin-down functions
2 The following formulae refer to a system where 1, m, :%, e?=2 c:g =274074 as used in the
a

Electronic Structure Code for Material Properties and Processes (EStCoMPP). The energy is
expressed in Rydberg and the length scale is the Balius:1Ry[ 136058V, a; =0.529177A. These

units are calleddtomic units”.

13



DENSITY FUNCTIONAL THEORY

Comparing to Eq.(1-3), where the external potémtighe Coulomb potential of
the nuclei, one sees that the oper.F 3t consists of a kinetic energy operaT rand the
electron-electron interaction operatog,:

If = -I: +\7ee (1.1‘9)

and the functionaF [n(F)] IS its ground-state expectation value of this afmr

Hohenberg and Kohn have shown that it is not ptesdio obtain the same
ground-state electron density by two different ptgds, and in turn that two different
electron densities have to derive from two différ@otentials. In other words, the
electron density uniquely determines the exterrémtial, and thus all ground state
properties, in particular the ground-state eneitgyderivatives, and the positions of the
nuclei.

The second Hohenberg-Kohn theorem representsénes a minimum principle
for the density:

Q Theorem 2 The exact ground-state density(F) for a given external potential

minimizes the energy functioneEE[n(F)], and the minimum value is the exact ground
state density.

E[n,(F)]=E, (1.1-10)

While Hohenberg and Kohn proved their theoremgéatly with the assumption
that the densitw(F) is uniquely determined by the external potent&répresentation

of the density), Levy ([Lev79]) derived the minimproperties of the energy functional
directly via the Ritz variational principle.
He defined the energy-functional as:

E[n(r)]:= min(W|H|w) (1.1-11)

The expectation value of the Hamiltonian operdtas to be minimized with
respect to the norm conserving, anti-symmetric raanyicle wave functior , which
reproduces a given electron-densitff) (¥ representation ofi(F)). The ground-state

density n,(F) and the ground-state ener@{no(F)] are determined by minimizing the
energy-functional:

JE[n(F)|=0 (1.1-12)
The subsidiary condition of particle conservation
[drn(r)=N (1.1-13)

is taken into account using a Lagrangian-paramgtethis leads to the minimization of
a modified energy-functional

® The electron operatd¥ is the same for ali-electron systems.

14



DENSITY FUNCTIONAL THEORY

5[ E[n(F)]—y([d3F— N)]: 0 (1.1-14)
which yields the following Euler-Lagrange equation:
SENM) (1.1-15)
0 n(r) o (F)

An explicit form of the energy-functional couldtrwe derived from the approach
of Hohenberg and Kohn, or from Levy’s formulatiofhus additional approximations
have to be made.

15



THE KOHN-SHAM FORMULATION

1.2. The Kohn-Sham Formulation

Density Functional Theory provides the theoretigabund for reformulating the
ground-state many-electron system as a variatipnablem on the charge density. The
constrained minimization on the density functiomeith the subsidiary condition of particle
conservation, can be written as:

5[F[n ] jvext dr —,u([ dr - —0 (1.2-1)
where 1 is a Lagrange multiplier. This leads to the Edlagrange equation for the charge
density:

_OFIn(F)l, , _
== gn(r) Veu () (1.2-2)

To be able to treat an inhomogeneous system efaicting electrons, Hohenberg and
Kohn have formally divided the universal unknowndtional F [n(F)] into three terms:

F[n(E)] =To[n(r)]+ E, [n(F)}+ Exc[n(F)] (1.2-3)

T,[n(F)] is the kinetic energy functional &f non-interacting electrons of densitff ), and
E,, [n(F)] represent the classical electrostatic (Hartreals«'ﬂm) energy of the electrons:

E, [n(F)]= jj |r = d dr’ (1.2-4)

All unknown many-electron effects are shifted intiee third functional. The
decomposition above entails an implicit definititor this exchange-correlation functional
Eyc [n(F )] which consists of non-classical contributiondhe electron-electron interaction,

and the difference between the true kinetic enargythe non-interacting one.
The fact thatE . [n(F)] is only a small fraction of the total energy, d@hdt it can be

approximated surprisingly well for most systemsanisstly responsible for the success of the
Kohn-Sham formulation. The approximations for thehange-correlation energy will be

discussed later.
The Euler-Lagrange equation can now be rewritten a

_OTn),, ¢ _
= n(7) +V,s(F) (1.2-5)
where thev,g (F) is given by
Vis (1) = Ve (F) + vy (F) + v (F) (1.2-6)

16



THE KOHN-SHAM FORMULATION

with the Hartree potentiat,, (F)

A= 9Eu[n(F)] _ n(F) . _
v, (r)= 3n(F) —j|F_F,|dr (1.2-7)
and the exchange-correlation potential:
\_OE r
Voo (F) = % (1.2-8)

Equation (1.2-5) shows that the many-body elecipooblem with N interacting
electrons has now been reformulated as a probledshman-interactingelectrons which move
in an effective potential,(F).

The effective potential is a functional of the ieadensity itself, and the problem has
to be solved self-consistently.

The solution for the N-electron, non-interactirgerence system can be written as a
Slater determinant introduced earlier (1.1-5):

Voo = Oe(6) (0 90}, ) (129

The kinetic energy functionaTo[n(F)] can be expressed in terms Mforthonormal
orbitals W, (F):

T[n(F) ]_——ij F) o2, (F)dF (1.2-10)

and the electron density can also be parameteiizedrms of these one-electron wave
functions:

n(r):gm @l (1.2-11)

where the sum is over the occupied orbitals (betantp theN lowest eigenvalues).
We now can formulate the variation principle fbetground state by varying the
density through the variation of a single electn@ve function.

dn(F):Z anfr) dw: (r)+ onfr) dw, (F)} (1.2-12)

v (r) oW (r)

The variation can be done independently for edthand W, . Taking into account

the orthonormalization condition of the single pmdet wave functions by Lagrange
parameters, the variational principle reads:
(jdr HJ 1)}20

(1.2-13)

Mz

'I_I‘

{Th I+ [yl n(r)ar + , [n(r)]+ £, )] -

j

with i =1- N ; this yields the Kohn-Sham equations for the wawetions:

(—%DZ e (r)j W (F)=¢ W,(F) (1.2-19)

17



THE KOHN-SHAM FORMULATION

They have to be solved self-consistently usingagqos (1.2-11), (1.2-6) to (1.2-8).

This Kohn-Sham approach represents a mapping efirtteracting many-electron
system onto a system of non-interacting electroosimg in an effective potential due to all
the other electrons. The self-consistent solutibthe Kohn-Sham equation gives the set of
the wave function¥, that minimizes the Kohn-Sham energy-functionalthié exchange-

correlation energy functional were known exacthg functional derivative with respect to the
density would produce an exchange correlation piatiethat includes the effects of exchange
and correlation exactly. The eigenvalues of the ikBham equations are formally one-
particle energies. However, since they are onlyré&agian parameters in the density
functional theory they have strictly speaking nygbal meaning. The same argument holds
for the one-particle wave functions, which havephysical meaning as well. Nevertheless,
following Koopmans-theorem, an interpretation o ¢ and ¥, (F) as eigenvalues and one-

particle wave functions is generally possible ([938For delocalized states, where the
correlation can be neglected compared to exchdhgespectroscopically measured ionization
energies and the energies calculated with the gehsictional theory are indeed in good
agreement. This is not necessarily true for thengfly localized states (e.g. atomic states).
However, the surface states and molecular statBghware calculated in this thesis, are
sufficiently delocalized and can be approximatalgiipreted as physical states.

18



EXCHANGE-CORRELATION IN DENSITY FUNCTIONAL THEORY

1.3. Exchange-Correlation Terms in
Density Functional Theory

The exchange-correlation energy is the only pérthe total electronic energy that
cannot be calculated numerically exactly. It camdaihe correlations between the electrons
due to the quantum mechanical symmetry requiremé@ngili principle), which yield
exchange energy. Beyond that it contains the eleattectron interaction that yields the
correlation energy.

An exact expression can be written for the exchasayrelation energy in terms of the
exchange-correlation-pair density,. (7,7") [JG89].

Exc[n( J' drj

n,.(F,F") describes the deviation of the conditional densitfind an electron aff, df")
when it is known that there is an electror{igtdr") . Fort — ', n,(F,F") is reduced from
its value of non-interacting electrons due to tleeteon-electron correlation described above,
i.e. it describes an exchange-correlation hole.

The exchange correlation energy can be viewedhasehergy resulting from the
interaction between an electron and its exchangelation hole.

Using the normalization of the pair correlatiomdtion a sum rule can be formulated
for the exchange-correlation hole:

[ (r.r)dr=-1 (1.3-2)

4>

(1.3-1)

Ny (77,
r=r

With the substitutiorR =F —F' one can write the exchange-correlation hole as

EXC:%Ian(F)IdRRZ—IdQ (F, =—%den(F)<%>r (1.3-3)

The minus sign guarantees that with (1.3-2) trmaege<%> is a positive number.

r

This expression shows that, when the provided sulm (1.3-2) is satisfied, the exchange-

r

. : 1\ . . , .
correlation energy enters only via the averé%e> , 1.e. via the first moment of the function

Nyc (F,F'). In particular, the angular dependency is averaged
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Since the exchange correlation function,.(F,F) is not known exactly,
approximations have to be constructed which fulfi# sum rule (1.3-2) and approximate the

average<%> for eachr as good as possible.

Exchange-Correlation Approximations in Density
Functional Theory

The exchange-correlation functionals have the igefhi@m
Exc[n ] j gxc[n ]dr (1.3-4)

In order to model the exchange-correlation hoke exchange-correlation functionals
we need to find a way in which the density surrangdeach electron is approximated in a
form of exchange-correlation energy per partis)L@[n(F)].

1.3.1. Local density approximation
(LDA)

LDA is a reasonable and simple approximation of tleb&xge-correlation that makes
the Kohn-ShanDFT method a very practical one. In this approach @ssumed that the true
exchange-correlation energy of a many-electronesystan locally be approximated by the
exchange-correlation energy associated with a hemagus electron gas of the same density
([Wig34], [MIJW80], [VWNS8O0]). For the homogeneouseelron gas the form of exchange
correlation energy can be calculated exactly [CA&Q§ the only system where the exchange
correlation energy density is precisely known.

In LDA, the exchange-correlation electron densgiy [n(f)] at the pointr is equal to

the exchange-correlation electron densii%m[n(F)], of the homogeneous electron gas of
density n(F). This is a functions?"(n(7)) and not anymore a functional of electron density
n(F). The total exchange-correlation energy, dependerihe local density, can be obtained
by a spatial integration

Ex2* [n(F)]= [n(F)ese(n(F)) dr (1.3-5)

The total exchange-correlation energy can be dposetd in exchangé& -**[n(F)]
and correlationE :”*[n(F)] contributioné.

* Correspondingly, the electron density will be deposed in exchangéh"m( (F)) and correlatione>"(n(7))
parts.
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EXCHANGE-CORRELATION IN DENSITY FUNCTIONAL THEORY

In LDA, the exchange-correlation potential iS et as:

B ) B ) FORN 5 N
vzl = £ B0 O SE0ON e nie) 200D a6y

The exchange energy dengit§(n(r)) can be calculated exactly solving the Hartree-

—

Fock equations for a homogeneous electron gas,thadorrelatione™(n(F)) electron

density is obtained using Quantum Monte-Carlo satioih for both low and high density
limits to fix the coefficients in an interpolatidarmula [CA80]. Earlier approximations due to
the Wigner [Wig34] or generalization to the relatic case [VWN80] are also implemented
in our code.

The DFT can be generalized for spin-polarized electrontesys by taking into
account the spin-electron densities(r) andn' () for the spin-up and spin-down electrons,

respectively, as independent functions. The elaatensity and the magnetization density are
defined by:

n(F)=n"(F)+n'(F) ]
m(f)=n'(F)-n'(7) &0

Then the total energy functional has to be comsitia functional of two densities:
ElnF)] = Ep F)n ()] (1.3-8)

which is minimized with respect to both spin-ng(f) and spin-downn, (F) ground-state

densities.
Also the LDA can be generalized to the local-spin density appration (LSDA)
where the exchange-correlation electron densitthefhomogeneous spin-polarized electron

hom

gase™"(n ( (F).n' (F)) is dependent on spin-up and spin-down densities.

Despite its simplicity, the local density approsimon works well and is very
successful in solid systems with extended slowlying wave functions [JG89]. However,
because th&éDA ignores the correction to the exchange correlagioergy at a poini due
to the surrounding inhomogeneities of the electlensity, its success is not guaranteed in
systems with strong spatial variations of the chatgnsity as e.g. in a molecule. Thus, for
chemistry applications more general exchange-airogl functionals have been invented
([Bec93], [PW92], [PBE96-98]).
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EXCHANGE-CORRELATION IN DENSITY FUNCTIONAL THEORY

1.3.2. Generalized gradient
approximation (GGA)

A better approximation of the exchange-correlatiomctional is known as the
generalized gradient approximatioBGA) in which the exchange-correlation energy is not
only a function of the electron density but alspeleds on the electron density gradients.

The total exchange-correlation energy in B&A can be conveniently written in
terms of an analytic functiofr . [n ).0n(F ] known as the enhancement factor that directly

modifies theLDA exchange-correlation energy density:
ESSn(F)]= [n(F)ese (n(F)) F e [n(7).On(F)]dr (1.3-9)

The enhancement factd, [n Dn ] has two separate parts due to the exchange and
correlation contributions. It is conveniently weitt in terms of the Seitz radiug, which

characterizes the electron density (see equatiBAl?), and the dimensionless reduced
density gradiens(F):

L |onf)
= 20 P

The generalized gradient approximation implemeineitie code is the one proposed
by Perdew, Burke and Ernzerhd®BE) [PW92, PBE96-98] in which all parameters other
than those due to the correlation contributionsameamental constants.

For GGA the expansion oDFT for the spin-polarized electron systems is done by
generalization of the non-polarized electron systeconsidering the two spin-electron
densitiesn’ (F) andn‘ () for the spin-up and spin-down electrons, respebtiv

ThePBE correlation-energy functional is given by:

1

with the Fermi-wave-vectdk, ={37°n(7)}s (1.3-10)

EPBE[ ] )= [n(r )+ H(r,. ¢ t)}d? (1.3-11)

wherer, , the density parameter, characterizes the efediasity

2
with the Bohr radius; = f 5
me

n(F)=n'(F)+n'(F)= (1.3-12)

an(r.a, )

{ is the relative spin polarization of the electrcersdt is a measure of the density gradient:

_n'(f)-n'(r) _(mp(omp_s _
) (31 o 4319
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EXCHANGE-CORRELATION IN DENSITY FUNCTIONAL THEORY

The parametrized electron correlation energy(rs,i), is given by the spin-
interpolation formula ([PW92], [VWN80], [BH72]):

e 0)=e e 0+ () 0-c e d-e ol ) @319

with f(0)=1 f(1)=1 £"(0)=1709921 a.(r.)=f"(0)[e.(r.1)-e.(r..0)] (1.3-15)
The functionH (r,,¢,t) is written as [PBE96-98]

— 1\ h3 B.. 1+ At? )
H(r,,t)=y® In{1+7t (mj} (1.3-16)
where q:(z):%{ (1+)s +(1—z)§} (1.3-17)
_ ﬁj 1
and A== (1.3-18)
(V ex,{_ec(rs,i)]_l
y @’

The constants ares =0.066725 and y =0.031091, each in Hartree units. The
expressions have formal validity conditiorss<<1 andt <<1. Then, important sum rules on
the exchange-correlation hole will be preserved.

ThePBE exchange-energy functional for the non-spin pa&tisystem has the form:

Ex**[n(r)] = [n(F)F(s)d°r (1.3-19)
with
Fo(s)=1+xk-—5 : k=0804 andp=021951  (1.3-20)
1+ 43
K

The corresponding spin density functional for ¢éixehange energy is given by:
EXPBE[HT (F).n' (F)]=%E§BE[2N (r)]+%E;’BE[2n¢ (r)] (1.3-21)

An important property oPBE-GGA is that it reduces tbSDA for uniform electron
densities (density gradiens| - 0).

For the details about formulas and implementattériGGA in the EStCoMPP-
program see the appendixes A.1.-A.5.
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Chapter 2

Density Functional Theory in a
Plane Wave implementation

This section will briefly describe the plane-wave pseudopoteimtiplementation of
the Kohn-Sham formulation that is used throughout this thesis. The methswted to
describe systems with periodic boundary conditions, as is naturalffifata bulk crystals, or
systems which are sufficiently localized and can be embeddedaimge enough supercell
which is periodically repeated.

2.1. Supercell approach

In a perfect crystal the elementary unit cell is definethassmallest structure whose
periodical continuation describes the entire crystal. The unit catl be completely
characterized by three basis-vectds; a,, &,. Using these, one can construct lattice-vector

R", which points to positions of different elementary unit cells. Thgieity condition is
by definition imposed on all propertiefs(F) of the lattice.
R"=nda +n,a,+nd,, f (F + ﬁ”): f(F) (2.1-1)

withn,,n,,n, integers. E.g. the potential(F)and the charge density(f) will also be

periodic. Thus one has to calculate only the properties of sesumgl cell (with few degrees
of freedom) to describe the properties of the entire periodic crystal.
The volume of the unit cell is defined by the basis vectors as:

Q=43 {a,xa,) (2.1-2)

Using the conventional definition of reciprocal space basis-vectors:

_ é_j X ak
b =27——, (2.1-3)
Q
we can write the reciprocal lattice-vector as:
Ggm :916.L+92 62+g3 63, (2.1-4)
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DFT IN A PLANE WAVE IMPLEMENTATION

The real-space lattice-vectoR", and their reciprocal space counterpa®? are
related by

e®R =1 (2.1-5)

Inhomogeneities like point defects or surfaces destroy the patjodf the solid. But
the advantages of periodicity can be kept by introducing a “superaelthis “supercell”
approach a unit cell larger than the elementary unit cell obthle is constructed, which
contains the non-periodic defect. Due to the periodic repetition ofifercell one calculates
the properties of a crystal with a periodic arrangement ofiéfiects rather than those of an
extended crystal with a single defect. This supercell has to be choseestijfiarge, so that
the defect-defect interactions in neighboring supercells aréyitegl Extending this method
to interfaces is done straightforward by treating the interfiself as a two-dimensional
defect, and extending the supercell in the direction perpendicular ittt¢nace. Special care
has to be taken when the supercell method is applied to surfaces. ihemvagion has to be
chosen large enough to avoid overlap of charge densities of opposirgesudte to surface
states that decay only slowly in vacuum.

2.2. Bloch’'s theorem and the
plane-wave basis set

The induced periodicity in the external potential implies that Hzemiltonian
commutes with the translational operator defined by the periodic boundary conditimetss
theorem states that the set of eigenstél%(F ) for these operators can be conveniently

expressed as the product of a plane-waveqi'i@?t and a lattice periodic pact, . (F )

W, (F)=eu, . (r) (2.2-6)

\Y v,k

where thev indicates the band index, akdis a continuous wave-vector.

The periodicity ofu, (F) is exploited when representing the wave function in terms

of a discrete basis of orthogonal plane-waves:
u,(F)=>c,. (G)e”‘fSLEI (2.2-7)
v,

with the plane-wave coefficients (G)

Thus the electron wave functions can be expanded in terms of lomehinations of
plane-waves as well:

W, ([7)=c,, (G)eter (2.2-8)
G
Using the fact that the wave function does not change if an aybigaprocal lattice

vector Gis added to the wave-vectdt, the wave-vectork can be confined within a
minimum region bounded by the planes bisecting perpendicularly ttseftora the origin to
the neighboring reciprocal lattice points. This region is called the filkduBn zone (1st BZ).
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DFT IN A PLANE WAVE IMPLEMENTATION

While in principle an infinite basis set is needed to reprekerglectron wave functions, only
a finite set of plane waves is sufficient to describe the ram®oth valence electron wave
functions which are mostly responsible for the bonding of the solid, andhbushemical
behaviour of the system, e.g. ionization, electrical and theroraduction etc. Expanding
only the valence electrons in plane waves, the basis set cabetliusicated to include only
plane-waves with a kinetic energy smaller than a particular cutoffgner

2

—

Eo =[G

cut (22'9)
While an advantage of using plane-wave basis sets for the valect®ns is that the

accuracy of the calculation can be systematically improvethdrgasing the energy cutoff

E... i-e. increasing the number of plane waves in the basis set, one shmtidmthat the

main disadvantage of plane-waves is that they are not effiadenescribing wave functions
with large curvature as is found in the core regions of atoms.m&@ns that treating such
regions of space would require an immense number of plane waweteinto be sufficiently
accurate. A convenient way to avoid this disadvantage is using pseewtgdset which will
be described in the next chapters.

2.3. Kohn-Sham Equations
In Plane-Wave Form

Using a plane-wave basis set to represent the electronic fwmaggons in periodic
systems leads to a rather simple form of the Kohn-Sham equdtorexiprocal space the
Kohn-Sham potential can be written as:

Vs (1) =Y v (G) e (2.210)

in which v, ¢ (G) represents the Fourier transform of the corresponding real-space quantity
Substituting v,s(r), and the plane-wave representation 8y, (F) in Eq. (1.2-14)
leads to a reciprocal-space representation of the Kohn-Sham equation:

ZE‘ K+G[ g +veulG -G v, (-G )+ vic G —G')}cv,g ©)=¢ke.;6) @211)

It can easily be seen that the kinetic energy is diagonatiproeal space, and that the
remaining three terms on the left-hand-side are the Fouompanents of the external,
Hartree and exchange-correlation potentials, respectively. Siape are efficient algorithms
available (Fast Fourier Transform), for switching back and forth frairsygace to reciprocal-
space representation, it is computationally most efficientltulete the expectation values in
the representation (reciprocal space or real space) for wlnecbperator is diagonal or for
which there is a simple expression. While G=0 component of the Hartree and external
potentials diverge due to the long-range naturthefCoulomb interaction, they cancel each
other to give a constant value that can be setrariy, and does not affect the physical
properties of the system.
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2.4 k -point sampling

Imposing periodic boundary conditions on the wawuecfions, one can show that the
electronic eigenstates are only allowed for a @éiscset of real wave vectoks, where the

number ofk 's in the set is equal to the number of cells endtystal.

Applying Blochs theorem, one can show that any-spake integral over an infinite,
periodic system can be replaced by an integrakamprocal-space over the first Brillouin
zone. The reciprocal-space integral can be nunigrieaaluated as a sum over an infinite

number ofk -points. In practice one can exploit the fact #lattronic wave functions do not
change appreciably over small distanceskirspace, so that all the integrations can be
performed as summations over a finite, but suffitiedense mesh ok -points. Thus, any
integrated real-space functioh(F) with the corresponding Fourier transfoﬂﬁ{l?), e.g. the
density, or the total energy, can be computeddiscaete sum:

[F(Kk) dE:%Z wF (k) (2.2-12)

where Q is the volume of the unit cell an@d, are weighting factors of the sampling points
k..

The accuracy of the calculation with respect to kheooint density can be easily
verified by calculating the total energy of thetsys as a function of the density of the

point mesh. Not only the density, but also the tpmss$ of thek -points within the Brillouin
zone must be chosen carefully. The calculationdopaed in this thesis employ the

Monkhorst-Pack ([PM77]) method whefe-points are distributed homogeneously in the
Brillouin zone:

K. =x,b, +x,b, + X, b, X =—, i=1,..n (2.2-11)

where b, ,b,,b, are the reciprocal lattice vectors, and the (j = 1,2,3) characterize the
number of special points in the set along the d'mach . Additional shifting of the grid may

also improve the convergence with respedt tpoint density ((CC73], [JC73], [PM77]).

The symmetry of the system is used to produce dlemiapecial k -point” subset of
the full mesh, which contains only points locatedhe irreducible part of the first Brillouin

zone. The number df -points that is represented by one of the spdcigoints then defines
the weighting factorsy, . All Brillouin zone integrals can thus be transh&d into a sum over
specialk -points, thereby reducing the computational cagtificantly.

In summary, the cutoff energy of the plane-waveishast and the choice of tHe-
point set determine the accuracy of the electrara@ee function representation, and thus the
accuracy of the charge density, the electronic rgiale and the total energy. The

computational cost scales linearly with the numbgrk -points and with the cube of the
plane-wave cutoffiG,|”

cut| -
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Chapter 3

3.1. Pseudopotentials

In solids we can distinguish two types of electrons with diffeproperties: core-
electrons, which occupy the strongly localized orbitals of the @losger atomic shells, and
valence-electrons occupying the outer shell wave functions whignaxmuch farther in
space. It is well known that the electronic structure of the-etectrons remains almost
unchanged in different chemical environments and that the bindingiesxéngcondensed
matter are almost exclusively determined by the overlappingal&@nce electrons of the
atoms. A plane wave basis set is not suitable for describgexact core and valence
electron wave functions since an immense number of plane waves wouédjuieed to
accurately describe the wave functions oscillations in the egiens in order to maintain
orthogonality between valence and core electrons. As a resudtleetiton plane wave
calculations will require a huge computational effort that is simply not paactic

The first approximation that we can make is to assume that the core deasities of
neighboring atoms do not overlap, and that these densities are ndedaffgcthe slight
redistribution of the valence electrons due to the binding effect.

In the pseudopotential approximation the strong ionic potenﬂ,aﬂr”) in the core

region is replaced by a weaker pseudopoteM‘@é(F) for the valence electrons that should

remove the rapid oscillations of valence wave functions in the egren. Outside of the core
region defined by a cutoff radius,,, the true all-electron potential and the pseudopotential

are identical. Correspondingly the set of pseudo-wave functlapr?s(F) and the all-electron
wave functionsW*=(F) for the valence electrons are identical outside the chosen cutoff
radius r_, . The construction of the pseudopotential should guaranteetfiHf) does not
possess the nodal structure that causes the oscillations ingidevhich means that the

pseudo-wave functions can be described with a reasonable number of plane waves.
Two basic, but conflicting, criteria determine the usefulness of a pseudaglotent

(1) It is preferable to use a “soft” pseudopotential. This mézetsa small number of
plane waves would be necessary to describe the electronic pseweldenation, which
translates into a small computational effort.
(2) The pseudopotential should be “transferable” in different chereiwaronments.
This means that the pseudopotential should give the correct groumdesiatgy of
valence electrons for many different systems.
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Condition (1) can easily be met by using a large cutoff radiigeveondition (2)
requires a small cutoff radius. In the actual construction a comgedmas to be found in each
case, and the number of plane wave necessary to obtain good results is very @fam spe

Density functional theory requires a good representation of ésér@h density of the
system in order to accurately calculate the total energy. fHysires that the density
described by the pseudo-wave function must be close to thelétteor density in most
space and in particular, that the norm of the wave functions should be equal.

If one uses a one to one correspondence between all-electrorfuneatrens, i.e. for
each true valence wave function of the atom one pseudo-wave funatiomsisucted (which
is an eigenfunction of the pseudopotential) , this leads to the concémirof-conserving”
pseudopotentials. Such a scheme works well for atoms where thelmiteatence electrons
occupy states that are orthogonal to inner shell states oanie angular momentum and are
thus pushed outside of the cqeeg. Al, Si, P(3s3p), Ga, Ge, As(4s4p), In, Sn, Sb(5s5p)).
These valence functions have a large maximum rather far outside thegiore Ife however,
the valence wave functions to be described are the first ofepectivel -channel {e.g.
B,C,N,O (2p) or transition metals (3d)} the functions are rather ikehland have a
maximum close to the core region. In this case in general thareone function pet -
channel is necessary to describe the pseudovalence functions prdperly-dependent
pseudopotentials are constructed to have more than one eigenfunction axbiafmot
necessarily orthogonal to each other. For these “projector-avggnpeeudopotentials” the
norm-conservation condition cannot be guaranteed for each eigenfunctioatelgpiar the
construction of the pseudopotentials, but has to be introduced during the application.
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all electron wave function
all electron wave function
pseudo wave-function pseudo wave—function
\/ r r
. pseudopotential e
all electron potential
KB: norm-conserving pseudopotentials PAW: non norm-conserving pseudopotentials
» one projector per eadh-channel » two projectors per each-channel
> the norm of the pseudo-wave function is equal to the norm of the > the norm of each pseudo-wave function is NOT equal to the
all electron wave function norm of the all electron wave function

Figure Pseudopotential 1: An illustration of the pseudopotential partbe all-electron wave function is identical with the pseudwenfunction
beyond a cutoff radius,, . The pseudopotential and the all electron potential have the same scatterungrlmehside of a sphere of radiug, .

ut *
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3.2. Generation of Norm-conserving
Pseudopotentials

The pseudopotentials used in DFT calculations are generatedIfrelactron atomic
calculations by self-consistently solving the radial Schrodiegenrtion for an isolated atom
for the ground-state and a few excited-states ([BHS82], [Y82], [Eng92b]9Hahygy

{_1 d” + 1(1+2) —E"'VH (f)"‘ch (F)}wrﬁE (F):‘gn,l Wi (F) (3.2-1)

2dr?  2rr 1

where v, (F) and v, (f) are the Hartree and exchange-correlation potentig" (F) and

€., are the all-electron (AE) atomic wave function aemjenvalue for each angular

n,l

momentum componerit. Then one chooses a cutoff radiyg, for eachl -chanel of the

valence electrons and constructs the pseudo atomsice function W™(r) and a
pseudopotentia¥ ., (F), which deviate from the all-electron correspondiaigns only inside

of the cutoff radius.
The pseudopotentials and the pseudo (PS) WaninIJBCLP,PS(F ) have to satisfy

three important criteria:
@ the valence pseudo-wave functions have to be asslel be continuously
differentiable, and identical to the all-electroawe functions outside of the given cutoff
radiusr

cut,| 7

@ the pseudo-eigenvalues of the valence electrorst baiequal to the corresponding
all-electron eigenvalues™ =¢/**;

@ the logarithmic derivatives of the all-electronwsafunctions and the corresponding
pseudo wave functions have to be identical at awius outsider,, so that the

scattering properties are very accurately desciiGé&$£90]

0 (In (‘P,PS (F, é’))) 4 (In(wvgllzencel (F, ‘9))) (3.2-2)

or or

R>r

= "cut,l

The pseudopotential construction is not uniqudeéd the above conditions allow a
considerable amount of freedom for generating pseuave functions. Many different ways
have been developed for constructing pseudopoter{fdHS82], [Van85, Van90], [TM90-
91], [BI694]). Once a patrticular pseudo-wave fuoietis created, the ionic pseudopotential is
then obtained by inverting the radial Schrodinggragion:

. . oy HI+1 1 d’ ,
5 0)=a e )- e o L) e2
|

! Exactly speaking, we solve Kohn-Sham equatiomsesive use the density functional description &dsthe
atoms.
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where vi°(F) and vE3(F) are calculated from the pseudo-wave functionsthis way a
specific pseudopotential is generated for eachlangutomentum componemt

3.3. Semi-local Pseudopotential and
Kleinman-Bylander Form of the
Pseudopotential

The | -dependent pseudopotentials are obtained in a “kerai form” (projectors in
angular-momentum space but functions}rcbi) and, since all -dependent potentials have the

same long-range Coulomb-behavior it is easy to ragpaa | -independent common local
potential and -dependent semi-local parts that are limited onlthe core regian

Vi (F) = ZVFS(I I)ﬁ=|Zv.oc(|f|)ﬁ+IZ(V|SL(IF|)-V|OC(IF|)) B =ve(|7])+ ZAVF'L(I )P

(3.3-1)

The matrix elements of such semi-local pseudopitienta plane wave basis set have
the form:

AvSt (r ) |5| ‘ ei[ﬁz+é')m>

BV +Gk +6)= 2 (ebeek em

_%T(zl +1)P (cosyk+Gk+G) Ir J.(‘k+G‘ )AV|SL( )J|(‘k+G‘ )

where Q is the volume of the unit cellj, a spherical Bessel-functiorf, a Legendre-
polynomial andy, .« .. the angle betwee(lZ+G) and (E+G'). Thus one can see that the

pseudopotential contribution to the Hamiltoniarimatrix with the dimensiofN xN), N

being the number of plane waves. The computatieffalt for diagonalization of such a
matrix scales withN®. Since N scales with the number of the atoms in the sysiem,
becomes clear that the sizes of the systems thdiehandled are limited.

As a further generalization of the pseudopoteragiroach, Kleinman and Bylander
(KB) [KB82] observed that greater efficiency colld attained if the non-locality will be not
restricted to the angular momentum part, but if tleial component will also be converted
into a separable non-local form. Therefore in thB-d&pproach, the semi-local form is
converted into the fully non-local form:
- |AVI (r)LPIm ><qJIm AVI (r )|

AR =89 0)= 3 v e

where W, are the pseudo-wave functions which were usedh®iconstruction of the semi-
local pseudopotentiab v, (r).
Using thel m -representation of the wave functions:

(3.3-3)
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v,(1)=2)y, (6.9 (3.3-4)

the plane wave matrix —elementsf, (r) can be rewritten as:

Av® (”+(§,|Z+é'): (4;;)2 > Vi (@s6) Yin (@ )le (‘ ‘ +GV)\/TI (‘ - U (3:3-5)
m |
whereY, (Qm-) are spherical harmonics and

T (‘R+é‘):jr g, (r)Av, (r)EL(‘R"'G‘F)dI’
W :jgl (r)Avl (r) g (r)dr

The Kleinman-Bylander form drastically reduces toenputational requirements in a
pseudopotential calculation, the computation of-lomal part scales likeN EI]og(N) when
the iterative diagonalization schemes are used. &dew one has to consider that, in the
construction of the pseudopotential, unphysical lemergy eigenstates (so called “ghost-
states”) have to be avoided ([GKS90], [GSS91]).

(3.3-6)

3.4. The PAW Pseudopotential

The projector augmented wave method combines origmal way the concept of the
pseudopotential (PS) and linear augmented plane weathod (LAPW) in a manner that one
can reconstruct all-electron valence wave functibfese we follow the idea put forward by
Blochl [BI694] and implemented by W. Kromen [Kro01]

The basic idea in the PAW method is that one oczsess the all-electron wave

function (AE) |¥) from the smooth pseudo wave function (FT’§)> not necessary norm-

conserving, via a linear transformatidn So the expectation value of any operafbrcan be
calculated accordingly to the formula:

(8)=(o] o)« (o]47(3) (3] ]) a4

with W) =T|®) andH =T"HT .

The linear transformation is designed to smoothah electron wave function in the
vicinity of the nuclei and one constructs the Iingansformation from a sum of local-atom-
centered transformations:

T=1+ ZTamm (3.4-2)

atom

where each local contributiofi,,, acts only within the so called augmentation region
defined by Q_., around each atom. Outside of the augmentatioromethe AE wave

functions and PS wave functions are identical beeathe all-electron potential and the
pseudopotential have the same scattering properties
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The form of the local-atom-centered transformatian be obtained via the AE partial
wave function|g;) and the smoothed PS partial wave functigp) of the isolated atom as

defined by the relatidn
16,) = (14 Tom) |6, (3.4-3)

The AE wave function and PS wave function are mssbito be linear combinations of
the partial waves inside of the augmentation sgh@rge = :

\®>=Zci|¢‘5i>; |W>=Zci|¢i>=T‘@> (3.4-4)

with the ¢, being so called expansion coefficients definedha&sproduct of the projector
wave function and PS wave function:
c =<5i | Cp> (3.4-5)

3.
atom *

(B]7;)=3.; iZ|é>’i><'|5i|=1 (3.4-6)

under the orthogonality and completeness condtidimn Q

Finally the AE wave function is written as a suimP& wave function and a partial-
wave dependent part:

[9)=[®)+ 20 -17))(719) @47)
T=1+ 3 (101} @49

where the AE partial wave functiqgti) and the PS partial wave functi‘m) are canceling

each other outside of the augmentation redibp, ., the projectorp, being zero outside of
Qatom "

Due to equation (3.4-7) in the PAW formalism, tlhee valence charge(r) is
decomposed into three contributions:

n(F)=n(r)+n%(F)-n°(r), (3.4-9)
where n(r) represents the charge over the entire space dtieetextended pseudo wave

functions (it is the charge due to the plane waxpagsion of the smooth pseudo wave
functions), N° (7 ) is the “smooth” charge due to the pseudo wavetfoms inside of the

augmentation spher@,, ., and n®(f" ) represents the “true” charge within the augmeonati
sphere (it is the charge due to the all electromenfanctions inside of,,,..). An important

observation here is that the subtraction of thedstim” charge and addition of the “true”
charge inside of the augmentation region is allowedy because both charges can be

2 Normally, the AE-partial wave functions are sadais of the radial Schrédinger equations for thiated atom,
which are orthogonalized on the core states.

® The one center expansi(ﬁ\ﬁ ><[~3‘ q’> of a PS wave function is identical to the PS wanetion ‘@> itself.
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constructed so that they have the same multipolearestion and thus yield the same
electrostatic potential outside

atom *

3.5. Partial Core-Correction

In the pseudopotential formalism it is assumed tha charge densities are divided
into core and valence contribution. The part of émergy due to the core contribution is
assumed constant and subtracted. More often thigrilootion is completely neglected,
because the total electronic energy is evaluatég foom valence charge densities and their
interaction with the local and non-local parts diet pseudopotentials. All these
approximations assume that the interaction betwthencore and valence electrons are
contained in the pseudopotential. This means tmatetxchange-correlation energy can be
linearized into two separated contributions ([LFG32ng92b], [Eng95a]).

Ve 25, (7) + 1 (7)] = Vi 028, (F)] # Ve [0 ()] (3.5-1)

The experience shows that if the core and valeheege densities are spatially well
separated the linearization does not introduceébrgrs, but if there exists a significant
overlap between the two densities the linearizatwihintroduce errors in the calculation of
total energies and forces.

valence pseudo charge =——

all electron core charge — Figure _ Partial __core-correction: The
4 pseudo core charge == . constructed pseudo core charge (green line)
coincides with the all electron core charge
beyond a cutoff radius,... In the figure the

radius is fitted at the intersection point of
valence pseudo charge (red line) with the all
electron core charge (blue line).

In order to eliminate the errors due to this Imeation in the non-linear exchange-
correlation functional, the core charge and themwe¢ charge need to be added whenever the
exchange-correlation potential and energy are tzkeal

The core charge has a significant effect only whbe core charge and the valence
charge have similar magnitudes and it is withoytanteance close to the nucleus. So one can
replace the true core charge density with a pacbe¢ charge density, which is equal to the
true core charge outside of some radiys. and arbitrary inside. The relations used in the

construction of the partial core charge are:

(AT sin(BO), r<rpec
nPCC(r)_{ nAE(r)’ rzrpcc

core

(3.5-1)

where the parameterd, B are determined by fitting the value and the gnaiddd the core
charge density and its radial gradient at. .
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Finally the exchange and correlation potentialaeulated using the sum of the two
chargesn PCC( ) +n ps(r )

Ve [n ps(r)] = Vyc [nPCC I7) +n ps(r )] (3_5_2)
Exc [n ps(r)] - Exc[npcc( )+nps( )]

In the case of a pseudopotential in which a “soft*small” core is taken into account
(corresponding to a large radius), a very easy wayjnclude the partial core correction
charges is via Fourier transform. To our experighttgns out that it is very important to take
into account the tail of the core charge in theéargvhere it is comparable to the valence
charge. This means that a small radius of theglartire correction needs to be used and a
“hard” partial core correction is constructed. Tgreblem that arises now is that the Fourier
components necessary to describe the valence casget sufficient to describe the partial
core charge and the back Fourier transform to ¢faé space with a finite number of plane
waves, will introduce oscillations (negative valudsthe real space charge) when the true
core charge density approaches zero.

Since the exchange-correlation energy and potemtgacalculated in real space, it is
better to include the partial core-correction diset real space. This was implemented into
the EStCoMPP-code.

By Fourier transformation to real space, the vedecharge is calculated on the points
of a regular three-dimensional real space gridneefiin the unit cell. Since the positions of
all atoms are known, in the new scheme for eacim @ioe calculates the partial core charge
density at the points of this three-dimensional space grid, which are inside of a sphere of
radius ;... Details on the implementation can be found in Appendix Partial Core-

Correction.

3.6. General Scheme for Pseudopotential
Generation

This section will briefly describe the steps regdito generate a pseudopotential.
A. Kleinman-Bylander (KB) pseudopotentiat This type of pseudopotential uses one
projector for eachl -channel and the norm-conservation is enforceds Theans that the
spatial integral of the square of each pseudo-vianetion is equal with the integral of the
square of the corresponding all-electron valenceawanction. (for details see [Eng92]). One
more atom with different occupancy of tthechannels can be used in the generation of the
KB-pseudopotential. For the KB-pseudopotentialdaihg parameters have to be chosen:

- a specific form of thexchange-correlation functionalthat is the same for all
configurations (and is used in the application dfie t generated
pseudopotential);

- atomic configuration one needs to specify the occupancy of ithehannels.
For eachl -channel of each atom a projector will be cons&dctThe final
pseudopotential can be built from differdnthannels of different atoms;
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- if the partial core-correction(PCC) is taken into account, one has to specify
the radius at which the PCC is fitted,;

- cutoff radii for eachl -channel of each atom;

- cutoff function for extrapolating the pseudowave function to zésee
[BHS82] , [Van85], [Van90], [RRKJ90], [Eng92]);

- thel -channel that is used kxcal potential

Although different radii for each -channel can be used in the construction of the
pseudopotential, the pseudopotential sphere isekbfas the largest cutoff radius of &H
channels. In any application of the pseudopotetttialbond length of the neighboring atoms
should be larger than the sum of radii of the pspotkential spheres of the respective atoms.
B. PAW-pseudopotential This type of pseudopotential uses two projectorseach | -
channel. The norm-conservation for the valence wawetions is not enforced anymore. In
principle the KB- pseudopotential can be constaiétem a single configuration. The PAW-
pseudopotential requires at least two configuratioecause one constructs two projectors per
| -channel. One configuration usually is the groutadeswith a given occupancy of tHe
channels. For this the characteristic ground si@envalues yield the bound states projectors.
The second configuration has the same occupanthedf-channels as the first configuration,
but in addition it contains the+1-channel with zero occupancy. For the second cordigon
one has the freedom to choose different refereneggees. Usually, but not necessarily, they
are positioned in the range of valence eigenvatiies given compound. In general, these
energies are not eigenvalues and vyield as solutioms-bound states. For a PAW-
pseudopotential following parameters have to beseho

- anexchange-correlation functionathat is the same for all configurations;

- atomic configuration one has the freedom to specify the occupancigbeof
| -channels. These are not necessarily correspomalithge ground states of the
atom. For eacH -channel of each atom a projector will be cons&dctThe
final pseudopotential is built from the two pros of eachl -channel (the
projectors correspond to a bound and unbound state)

- if the partial core-correction(PCC) is taken into account, one has to specify
the radius at which the PCC is fitted. Normally, tiee PAW- pseudopotentials
of transitional metals a large PCC needs to betake account;

- cutoff radii for eachl -channel of each atom. Although the occupancy ef th
| -channels with the samk is equal, the cutoff radii can be different. The
augmentation radius of the pseudopotential is defined as the largasift
radius of thel -channels;

- cutoff function for extrapolating the pseudo-wave function to zésee
[BHS82], [Van85], [Van90], [RRKJ90], [Eng92], [Krd();

- thelocal potentialis always thed +1-channel of the second configuration with
zero occupancy;

- the energy-cutoff(G, ., -plane wave energy-cutoff given in F@ used in the

multipole expansion of the *“true” and “smooth” cpes inside of the
pseudopotential sphere (see [Kro01] page 58, [Wgi81
In order to clarify if the constructed pseudoptitda are good approximations, i.e. if
they can reproduce the scattering properties ofitbms in the energy range of the valence
electrons, for both types of pseudopotentials Kiigd RAW-, a series of tests needs to be done
in the atomic program. First, all-electron and pieaalculations are performed for some test
atomic configurations: excited and/or ionic stafidse corresponding valence all-electron and
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pseudo eigenstates and exited energies shouldalsggatly identical. The second test is the
calculation of the logarithmic derivatives of thalence all-electron and pseudo wave
functions ([GKS90], [GSS91]). The pseudo-wave fiord are by definition node-less. The

analyses of the logarithmic derivatives help ugdamtify if unphysical lower energies states

(“ghost states” that are introducing nodes in teeuyglo wave functions) appear or not. If this
is the case, different parameters (atomic configuma, cutoff radii, reference energies) have
to be chosen until the “ghost states” disappears tay be a very cumbersome procedure
(see below). The “Rappe-criterion” is the third ttefone in the generation program

([RRKJ90]). With this one can estimate the plan@evhasis set (cutoff energy) necessary to
obtain convergent results for the total energy.

The final tests are done by calculations of traperties of the real electronic systems
with the generated pseudopotentials (the latticestamts of solids, bond lengths and angles of
molecules).

The Appendix ,Parameters and tests of the PAW-gseotentials” describes
applicable PAW-pseudopotentials for different elatee The generation parameters as well
as tests and results for the LDA ([VWN80]) and GBBE ([PBE96-98]) with and without
partial core-correction are given.

3.7. Comments on the Generation of the
Pseudopotentials

Since there are no strict rules how one can chdbsecorrect parameters for
generating a good transferable pseudopotentigdmains still an art to find the proper cutoff
radii and reference energies for eatkchannel rather than a simple application of a
mathematical algorithm. A good transferable pseotigial is obtained when it can be used
in different chemical environments and can desdiieephysical properties well. This means
that the pseudopotential should have a small cutadfus, smaller than half the nearest-
neighboring distance of the given compound.

For someone trying to generate pseudopotentiasobithe biggest “problem” is the
appearance of a so-called “ghost-state”. an unpbaldower energy state that introduces
nodes in the pseudo-wave function. In the casehefrtorm-conserving pseudopotentials
(Kleinman-Bylander type), which are using just grejector and one reference eigenvalue
(corresponding to the valence bound state) lpe&hannel, the only solution to avoid the
“ghost-state” is to increase the cutoff radius tlee specific channel for which the “ghost-
state” appears. In some instances one needs tgelam radius as well or even theehannel
considered as local potential.

In the case of the PAW-scheme of generating tleudgigpotentials one has more
freedom because this method is using two projedmrsach | -channel at two different
reference energies: one is eigenvalue for dachannel in the ground state configuration and
the other one is arbitrarily chosen, but in gendrahould be in the range of the valence
energies in the solid. The “ghost-state” problemeaps in this case also, but one has more
parameters that can be changed in order to aveiddppearance. When the unphysical lower
energy “ghost-state” appears first one shoulddrgttange the reference energy for the second
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projector to higher or lower values. Experiencevghthat there are specific energy intervals
for which no “ghost-states” appear. The next stefhat for different energies in this interval
a series of calculations of a single atom in alimyg and different compounds need to be
performed to see what energy is the proper onéhtogiven pseudopotential. In the case that
any change in energy cannot eliminate the “gh@destone should change the cutoff radius
of the specificl -channel for one of the two projectors or for bofiihere is no direct
connection between the radii of the two projectdrthe samd -channel so that one has the
freedom to choose different radii. If the “ghosdtes” still persist, the next change could be
using different reference energies of the localeptal, and then different radii. To my
experience one has to generate 15-20 pseudopdsdrdfare getting one that can be tested in
different chemical environments (bulks or/and maoles). Again up to 20 pseudopotentials
which apparently give reliable results for the atbave to be tested till one arrives at the
conclusion that a specific pseudopotential withcdmeparameters (cutoff radii and reference
energies) gives good results in solid state cdiicurs.

To increase variability, the atomic generationgoaon has been modified in such a
way that one can generate a pseudopotential usengphic states as reference configuration.
In this case three atoms are required to genenatgpseudopotential: the first is the ionic
configuration with the eigenvalues as bound states, second atom has the same ionic
configuration but has one motechannel used as local potential and the third dtamto be
the atomic neutral ground-state configuration. Ime tPAW-code, which uses the
pseudopotentials as input to perform calculationréal systems, one needs to provide the
pseudo-charge of the neutral atoms as input chdiga ionic configuration is used for
generating the pseudopotential, the charge has etotalzen from the neutral atom
configuration, e.g. from the third atom configuoati

Also, the atomic generation program was genemlifog the use of different -
channels as local potential (and not only the tsghe¢. But all efforts to use other than the
highest | -channel as local potential have failed to produapplicable, reliable
pseudopotentials.
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Chapter 4

The EStCoMPP-Program

The Electronic Structure Code for Materials Properties and §3ese EStCoMPP,
was created by S. Blugel and K. Schroeder and developed by B. Endgilshdtd, R. Berger
and W. Kromen in the framework of their PhD-Theses ([Eng25a], [RifBé102], [Kro01]).
The following chapter is a brief introduction into the methods and #igusi used in the
EStCoMPP program for calculating total energy and forces.

4.1. The Energy Minimization

In order to calculate the physical properties of a system fagivan atomic
configuration, the electronic states that minimize the Kohn-Shanngyerteave to be
determined. To achieve this, an iterative scheme is used, wheegstieom a trial electron-
density the eigenvalue equations are solved (also by iterative mgthndsa new electron-
density is generated successively until self-consistency is reached.

The energy-functional consists of several separable contributionantte energy of

non-interacting eIectronéE,gn[n(F)], the energyE [n (F)] of the electrons with density

n(F) in the external potentiav (r ), the Hartree energy , [n(7)] due to the electron-
electron Coulomb interactions, the exchange-correlation energy—funch‘g&dn (F )] where

the remaining many-particle effects are included, and the Couloetactions of the ions, i.e
the Ewald-energy E ., [n (F)] When we describe the electron-ion interaction by
pseudopotentials (local and non-local contributions) the Hartree, thepseatlopotential,
and the Ewald energies diverge separately. They can be combined -wivexging
expressions by adding and subtracting appropriate compensating chatmpestife energy
scale by setting the average electronic potential to zero, atoadtliconstant contribution

E e [n (F )] to the total energy has to be taken into account.

Etot [n(r)] = EI?ln [n(r)] + Eext[n(r)] + EH [n(r)] + EXC [n(r)] + EEw [n(r)] + EIoc [n(r)]
(4.1-1)
The matrix-vectors productlsl|qJ> are evaluated in real-space or in reciprocal-space,

depending on the functional form of the operators in the Hamiltonian. To daud
convergency of the self-consistency iterations due to oscillatiostats close to the Fermi-
level (i.e. states that are occupied in one iteration step and unatcuplee next one) the
sharp Fermi-distribution fol =0 is smeared out at the Fermi-energy by introducing a finite
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temperaturel . The occupation numbers of the states with eigenenesgjeare then defined
as:

1
= 4.1-2
f vk e( E, & )/kBT +1 ( )

This leads to a smooth variation of the occupatiombers around the Fermi-energy,
but at the same time introduces a temperature deper of the total energy, which can be
interpreted as the free-energy of the electroreayst

F=E-TS (4.1-3)

The entropy of the independent electrons can beeegpd by:
S= _ZERBZ wk (fv K [nn(fv IZ)+(1_ fv R)[I]n(l_ fv IZ)) (41-4)

VK ’ ’ ’ ’

The factor 2 arises from spin-degeneracy. Normtily free energy of the system
converges faster than the total energy. For a se@peraturel #0 the total energy and the
free energy of the system can be written as sneaibtions from the true ground state energy
E,:

E=E,+)T°?
ot/ ) (4.2-5)
F= Eo -
The ground state energy Bit=0 can thus be approximated as:
1
E, = E(E +F) (4.2-5)

At the beginning of the iteration cycle, one caoade a larger temperature to assure
that the density, and implicitly the free energymeerges smoothly. The temperature can then
be decreased to assure that the extrapolatioretgrbund state energy is correct. The iteration
cycle to reach the ground state electron densitgl Ground state energy) is demonstrated in
the following flow chart.
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For a given configuration construct v,

#

Chose a plane—wave basis set €

i(k+G)F

with a specific cutoff and ¥—point set

#

Start with a trial electron—density H( t?)

'

Construct the one—particle potential
V=V, 4+ Vic+Vy

'

Using iterative methods solve:

mw=(-L +v(7) =2V,
'

%
Calculate a new electron—density H( r )

Is the solution self—consistent?

YE€Ss

no

Mix the densiti
Calculate the total energy and gg'lergteea l:e:ffsune

Figure 1: Flowchart of the iterative procedure used indakeulation of the electronic ground-
state density.
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4.2. Explicit Form of the Equations
In the EStCoMPP-Program

A brief presentation of the equations used in tBed®MPP code is given on the next
pages. The detailed description of the pseudopateggneration code and the program used
for solid state calculations can be found in th®Hineses of B. Engels, P. Richard, R. Berger
and W. Kromen ([Eng25a], [Ric96], [Ber02], [Kro01])

The Kinetic Energy

The kinetic-energy functional is diagonal IEnspace, and thus evaluated there:
62

Ekin [n( )]:<qJ > ZwR fv,E <un,|2 67 qu,lZ>
afz i ) (4.2-1)
Eyin [n(7)] :Zk:; @ T,k +G‘ U, ¢ (G)UV,R (G)
The matrix-vector product can be written as:
(FER W) \/_Z‘k+G‘ L(g)ert (4.2-2)
with the matrix elements:
(k+G|ES, |w,,) =|k+G ‘u,.(6) (4.2-3)
(k+G|EL, [K4G) =|K+G| 5, 0c (4.2-4)

The Local Energy

The local energy consists of three contributiohs: éxchange-correlation energy, the
local part of the pseudopotential, and the Harénreergy. In order to avoid the calculation of
the convolution-integrals irk -space, the local potentials are always appliethéowave
functions in real space. Therefore, the real-spapeesentations have to be obtained from the
simpler reciprocal-space form via fast-Fourier sfamrmations (FFT’s). The Hartree-potential
is determined by Poissons’ equation (4.2-5), forcWithe Fourier transformations yields (4.2-
6):

a%z(r) = - hn(F) (4.2-5)
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v, (é):éivH (F) e oﬁ:é% n(G) (4.2-6):

The Hartree-potential is calculated in reciprogace since the Laplacian operator is
diagonal there. The matrix-vector products (4.2and the matrix-elements (4.2-8) have the

form:
(Flva)w,c)= %Z(ZVH (G)u,.(6 -G')] gl (4.2-7)
(k4G ]v, [B)k+6)= 2V ©) (4.2-8)

The calculation of the exchange-correlation enéngyne local density approximation
(LDA) is done in real-space, while for the genamdi gradient approximation (GGA) the
derivatives of the charge density are calculatealyéinally in reciprocal space, and then
Fourier transformed to real space, where the gnégligre calculated numerically from these
derivatives (A detailed explanation of the GGA ogpic and implementation in the
EStCoMPP code can be found in Appendixes A.1.-A.5.
The local part of the pseudopotential consistpbesical-symmetric contributions of atoms at

positions R+7 4 » (sic) the local pseudopotential is given by:
VIoc (F) = z VIZ)((:#)
U

where a'(,u) indicates that chemically identical atoms are contributing with the same
pseudopotential located at different positiansin the supercell. The corresponding Fourier-

P - ﬁ—fﬂ\ (4.2-9)

transform:
Vee(F)=X S, (G)vel(G)ee (4.2-10)
uG *
leads to the reciprocal-space representation:
Voo (G)= ZS (e)vit(e) (4.2-11)
where

Vel (G ) jvk,c )e'®" d3F (4.2-12)

with the structure-factors:

s, (6)=e"T (4.2-13)
Finally the expressions for matrix-vectors prodwts
(vecl¥,), = 2T 5 8, (6) et (6} 6 -6)eber (4.2-14)
GG’
<R+é o > ZZ S, ()Vmc (G)m (6-6) (4.2-15)
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. . : -2Z
The electron-ion Coulomb interaction leads to agloange term=—— for each of
r

the local pseudopotential.
To allow the numerical integration M" ( ) in kK -space, the long-range part has to
be separated and solved analytically.

The Non-local Part of the Energy

The | -dependent contribution to the total energy of #tems x4 of kind a is

contained in the non-local part of the pseudopatntThe expressions used to evaluate this
energy are different for the norm- and non-normsewsving PAW) pseudopotentials.
In the case of the norm-conservikgeinman-Bylander pseudopotentialsthe non-

local part} Avi)(r)P is given by ([Eng95al, [Ric96]):
|

max +I

zz z Ell<g S” ‘ I,m,a(u )>< I,m,a(u) ‘ (42'16)

H# 1=0 m=-|

in which Sr represents the translation-operator used to mbeenbn-local part of the
M

pseudopotential to the positioris of the atoms. The matrix-vector products are givgn

(Ve e =Z""ii(ZTcm,ﬂ(ﬁ,@)ug,y(é)] R I X

S (4.2-17)
Er0lualv,), =25 5 6 3 T b, )
where
TinsK.G)=5, )0 (6. 8. )8 [ K +6]) (4.2-18)
and
tlya(ﬂ)(‘ﬁ+é‘)——jdrt (F)jl(‘k é\r) (4.2-19)

For the norm-conserving pseudopotentials the noatlpart is easily calculated in
reciprocal space due to the dyadic structure oKiegpotentials.
The non-local part of thenon-norm-conserving pseudopotentials(PAW) is

expressed irk -space as ([Kro01]):

(kK+Glvy [K+G)= Y (K+G|By) Dy, (By|K+C) (4.2-20)
wyy
(K+Glvy [ ¥, ) =X (K +G| By >Z IREGAT (4.2-21)
HYy
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for which the <IZ G‘ f)f> and<r)f ‘ LTJRV> are evaluated in reciprocal space:
(k+6|py)=i' " 5(6) pe [k +6| ) Jany [k +6) (4.2-22)
(W, | Br) =2 (W, [k +G)(k+8| By (4.2-23)
G
with:
B ()= v, () B () (4.2-24)
Pk +G)= %’T Rfr 0, (\ K+G| r\)ﬁﬁfﬂ) (F)dF (4.2-25)

S”(é) represents the structure factous(,u) is the type of atomu, p); y= (I ,i) are the
projector functions localized in the augmentatiphese of the type of atorp; Y, are the
spherical harmonics,j, the spherical Bessel-functionk,represent th€l, m) -channels and

I represent the index of the projectors belongingh® same atom andl-channel, but
generated at different energies.

The Ewald-Energy

The Coulomb interaction between ions in the supleredaken into account by the
Ewald-energy:

)

R“/j/j‘r - Rn+l'

)‘(1— ) ¥y z,2, 14” Sl7,7.) (4 5.06)

G¢0/1,u

14me* Z,
“"2 a &
G=0

E. =E (4.2-27)

which contains a divergent term fbﬁ-‘ =0. A practical way to evaluate the Ewald-energy is

to split equation (4.2-27) into contributions tlaa¢ calculated separately in real and reciprocal
space. The divergent terms‘é‘ =0, for the Hartree energy and the local pseudopiaient

can be written like:

E,+E_ =E, +E_+Q 14”? Ly gl (4.2-28)
2 02 G2 Q0
a(w) (v
with a = zj ( Vo (r ZZV—(r)de (4.2-29),
r
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All the divergent term#é‘zo of the Hartree energy, local pseudopotential gnerg

Z
and Ewald-energy compensate each other. Thettélay‘l is the remaining contribution to the

total energy, when we set the sum of the averagwrddspotential and local pseudopotentials
equal to zero in the eigenvalue problem.

The Hellman-Feynman Forces

The total energy of a system in the Born-Oppenheapproximation is the sum of the

total electronic-energy of the superceIEtot[n(F),{rﬂ}] (which depends parametrically on
the coordinates of the ions), and the energy dileet@oulomb-interaction of the ions:

Euln(@){z, = Ealn@){z, }+Eulr.] (4.2-30)
The forces exerted on the ions are derivatives hif total energy-functional

E ot [n(F),{rﬂ }] with respect to the coordinates of the ianswith 4 being the numbers of
atoms:

2E )] 2Eelr] (4.2-31)

ot —
aT,U H

The forces on the ions due to the direct Coulontéraction E ., are easily calculated
by:

Z‘ KK (4.2-32)
Iu‘ .
while the forces due to the electronic energy arergby the relation:
d -
Falr,)= i (W, )A|w(,) (4.2-33)
Y%

where H is the Hamilton operator of the electronic systé&hre evaluation of equation (39) is
difficult since the wave functions depend impligitn the atom coordinates. In the Born-
Oppenheimer approximation this equation can beaedito the Hellman-Feynman forces:

e )= (V) A ) = )2 k) -, (v ) o)
)= o) 30 k) @230

where we have exploited the fact that we use nozedN-particle wave functions for which
HlW)=E,|W) and(W¥ |W)=1.
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Taking into account that the charge is conservetli@nenergy-functional is minimal
for the ground-state charge densitx(r” ) the functional derivative of the total electronic

energy functional with respect to the charge dgnsi(F ) is the chemical potential :
_0 E[n J
G
The final expression for the electronic contribatto the forces is:

e T N e E L A

or

(4.2-35)

Falz,)= —% Ealn().7,]-2 Wd Fe = —% Eu[n(F).z,]- BZ?N (4.2-36)

=0

The last term is zero because the total charge wategary with the positions of the
atoms. In conclusion, the force on atgm due to the electronic-energy is just the partial

derivative of the electronic-energy functional wiéspect to the coordinateg of the atoms.
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The Loop-Structure and the Algorithms

In the previous pages the concepts of density ilmak theory, and of the pseudopotential
method have been discussed. In order to deterrmmeatomic and electronic structure of a
system one needs to proceed with the followingsstep

@ calculate the electronic structure

@ calculate the forces on the atoms

@ relaxe the atoms towards the equilibrium posgion

In the EStCoMPP code all this steps are done utgrafive procedures in nested loops:

Molecular-relaxation loop
calculate total force acting on each of the atoms

Electronic-selfconsistency loop
calculate structure factors and total energy

k —point loop

Iterative eigenvalue determination
calculate eigenfunctions and eigenvalues

Figure 2: Loop-structure schemes in the EStCoMPP -program

In the following we will discuss this loops, stagiwith the innermost one.

49



EStCoMPP-PROGRAM

4.3. lterative Eigenvalue Determination

For a given ionic configuration, the electronictatathat minimize the Kohn-Sham
energy have to be determined. As a typical examgevant to treat supercells containing
about 200 atoms for which a high-energy cutoff hayrequired (about 150 plane waves per
atom). Due to the large dimensions of the Hamiltormatrix (30000x 30000), the preferred
method is to iteratively improve upon initial trialnctions. Then, to determine the electron
density of the system, typically only the lowes1l@% of the eigenvalues and eigenvectors
have to be determined.

Many different methods are available to carry oube titerative eigenvalue
determination. The method implemented in the EST®®Mode is the Davidson-Kosugi
algorithm ([Dav75], [Kos84]), which is an extendeetsion of the Block-Davidson algorithm
with a fixed dimension of the sub-space to avoidnoey problems. In the original Davidson
algorithm one correction vector is successivelyeadith each iteration, and the matrix is then
diagonalized in the subspace spanned by the gfagird correction-vectors. In the improved
Block-Davidson algorithm ([Liu78]), correction-vecs for each of the starting-vectors are
calculated in each iteration, and added to thepades In the Davidson-Kosugi scheme the
subspace in each iteration is rotated by the chaficew starting-vectors.

A scheme of the iterative procedure can be wriie([Ric96]):

@ guess the starting vecto|r$lJ i >(°)
®  solve the matrix productsH W, >(j) =H|W¥, >(j)

& determine the correction-vect4m°°rr>(')

& calculate the new starting vectdrg | >(j 1)

& iterate until the norm of the correction-vectors
is smaller than a given quality criterion

The Kohn-Sham Hamiltonian is not well conditionext&use of the broad spectrum of
eigenvalues that result from the wide range of giesrassociated with the basis states. Thus
plane-waves with high kinetic energy always tendidoninate the search directions for the
minimization algorithms, even though the correspagavave-function coefficients are small.
The solution is to use a preconditioning, whicheesiglly divides the coefficients of the high
kinetic energy waves by their kinetic energy wHiaving the low kinetic energy waves
untouched. Effectively this procedure compressegdhge of eigenvalue energies, leading to
a faster convergence.
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4.4. The Electronic Self-consistency and
Molecular Relaxation Loops

Within the Born-Oppenheimer approximation the degref freedom of the system can be
separated into electronic and ionic degree of fyees] so that the energy functional can be
divided into two parts:

Qo electronic degrees of freedom the charge density (F ) and the effective
potentialv,, [ n(F)].

Qo the atomic-positions degrees of freedamn):.

In the electronic self-consistency we solve thék&ham equations iteratively. In the
n-th step a trial functiom (”)(F ) for electron density is used, and from the sohsjove

construct a new electron densiuy(”+1)(F). In general, this can be considered as a
functional of the trial density:

nCDF)=F [n™(F)] (4.4-1)
Self-consistency is reached, i.e. the fixed positf the functional is found, when
F [n(“)(F)]—n(“+1)(F):O, n - o (4.4-2)

A similar fix point scheme can be formulated fbe tionic degrees of freedom using
the coordinates{ r”} and forces If{r” } Both fix point problems are solved in our
EStCoMPP-codeby Quasi-Newton schenele87].

! There are several possibilities to implement taeation schemes. Those implementeB$iCoMPP-codeare
discussed in [BIU88].
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ol o CADMIUM COMPLEXES IN Si AND Ge: INTRODUCTION x

Cadmium Complexes in Si and Ge

As a first application of the PAW-program we calculated corgdeof Cd in Si and
Ge. Perturbed angular correlation (PAC) experiments are pedionmorder to measure the
electrical field gradient (EFG) that provides useful informa#ibaut the interaction of the Cd
probe atom with other defects. The electric field gradient dhescithe interaction of the
electrons with the electric quadrupol moment of the nuclei. It vengiby the second
derivative of the coulomb potential at the nuclear site. The ER@shes for cubic or
tetrahedral symmetry; it is different from zero only whike kocal symmetry is lowered by
other defects. This means that the EFG gives detailed infamaliout the symmetry of the
complexes that are formed ([AW93], [WS89], [WGK89]).

The PAC technique is based on a radioactive decay. The methoesemuadioactive
isotope in an excited nuclear state that decays vja—g cascade. There is an angular
correlation between the directions of emission of these jiways. For a nucleus isolated in

vacuum the angl& between the two directions is 180°. When the nucleus is placed in an
environment of lower symmetry (solid or protein) the angular caticgl is perturbed. The
probability of detectingy, in the direction given byg is influenced by the electric field

gradient (EFG) caused by the charges surrounding the nucleus.

Figure Perturbed Angular Correlation: The emission ofy, is not random with respect to
the emission ofy,, on the contrary an Angular Correlation between the direction issemn
of the two y—rays exist.

orbital orbital
111 electron 111 electrun 11
—h—
&0 Sn capture 40 IIl capture ICd
b
f 1 o C d

Mﬂ-—ﬂ-—fﬁ-"{l

AEZ \M ’YZ '};

— Cd

AR,

Energy
D

Angular Correlation

&

11 ¥ TY — cascade 11
L Cd N —osale, TCq

52



X Cd-VACANCY COMPLEX X
@ @

1 isotopes are implanted in Si and Ge host crystals. They Bgaglgctron capture
to an excited state ot'Cd, which by ay -y cascade decays to its ground-state. This makes
the determination of the EFG possible via the Perturbed Angulael@oon (see Figure
“Perturbed Angular Correlation”). From the experimental reshéisize and the symmetry of
the electric field gradient felt by the decaying nucleus carexieacted. Details of the
electronic and atomic structure of the defect causing the EFG cannot beiniededirectly.

This information can be obtained kab initio calculations. We have used two
complementaryab initio methods: the PAW-method is used to determine the correct local
geometry and the all-electron Korriga-Kohn-Rostoker (KKR) Gifeection method is used
to calculate the electric field gradient (EFG) ([KR54], [HHO3]).

The PAW-method is well suited for the calculation of the atoamd electronic
structure of complexes in semiconductors. First, one can deshabledalized d-levels of
such a metal with a reasonable number of plane waves using Wenithod. Secondly, in
the calculation a sufficiently large supercell can be constiigdethat the interactions of the
defects with those in the neighboring supercells are avoided sasthated defects are
simulated. The plane wave basis allows treating arbitrariyel displacements of the atoms
from their ideal lattice positions.

Cd-vacancy complexes

Two different configurations for possible Cd-vacancy complexes hiagen
considered in the calculation: one is the Cd-substitutional-vacancy-eo@aptl the other the
Cd-split-vacancy-complex along to [111] direction. They have previouslg beggested by
the experimental groups ([HRS98], [FVP90], [FMW87], [DGR87], [Sie@B$HI7]). In our
calculation to optimize the structure we use for the Si and Ge-owonserving (KB-type)
pseudopotentials and for Cd a PAW-pseudopotential. The detailed pararotténe
pseudopotentials are presented in the Appendix ,Parameters and ofeiie PAW-
pseudopotentials”. The cutoff energy used in the calculations is 29.2&6 R, = 45Ry*?).

All the calculations are done using LDA for the exchange-coioelftinctional in a supercell
containing 107 atoms wit€ symmetry (see Figure “Cd-vacancy complex 1).

Decay of Cd-substitutional complex A series of calculations have been
performed where all the 7 atoms (Cd and its six nearest-neighbordparedatio relax. When
the Cd atom is allowed to relax it moves towards the vacartwy.ehergy is continuously
going down without any energy barrier until the final configurat®reached, where the Cd
is sitting in the so-called “split-vacancy configuration: the &dn a bond center position
between two empty sites as shown in the Figure “Cd- vacancy complex 2”.

To obtain the energy difference of the Cd-split-vacancy and sulstéliCd-vacancy
complexes we have optimized two configurations:

(a) Cd-split-vacancy complex In this starting configuration the Cd atom is placed
in the bond center between two half vacancies and all 7 atoms (Cdsa
nearest-neighbors) are allowed to relax. The final configurationd is the same
as obtained when starting from the Cd-substitutional complex and dhes C
relaxing to the bond center.

(b) Substitutional-Cd-vacancy complex In this configuration the Cd is fixed and
only the 6 NN-atoms are allowed to relax.

53



X

The split-vacancy configuration is more stable by approxuaigtil.0eV for both

Cd-VACANCY COMPLEX

X

hosts, Si and Ge. The instability of the substitutional-Cd-vacancyleansan be explained
by the large size of the Cd atom. It is pushed by the iree Ge nearest-neighbors towards
the vacancy (see Table “Cd-vacancy complex 1”). In the meanienhave found a similar
behavior for the other oversized impurities (Sn, Sb, Bi) in Si and Ge [Ref. to be published]

e J;upemeﬁ of 107 atoms

/ syt etry C;p /

Figure Cd-vacancy complex 1

<III>

Schematic picture of the supercell
containing substitutional-Cd vacancy
complex.

Table Cd-vacancy complex 1The relaxations of Cd atom and nearest-neighbor atoms

(the indices 1 or 2 represent the NN to the Cd and vacancy seggectively, and the
relaxations are given in percentage of NN-distance of the host crystal).

bulk

Cd-vacancy
7 atoms relaxed

Cd-split vacancy
7 atoms relaxed

Cd-vacancy
6 atoms relaxed

Si

Cd-atom 50.009
NN-atoms 3.12%

D

Cd-atom 0.00%;
NN-atoms 3.12%

INN-atoms outwards 4.309
2NIN-atoms inwards 5.739

Ge

Cd-atom 50.009

D

NN-atoms 6.02%

Cd-atom 0.00%;

NN-atoms 6.03%

INN-atoms outwards 4.89¢
2NIN-atoms inwards 8.349

0
0
0
0

Our calculated relaxations for the Cd-split vacancy configamatiare in good
agreement with those of KKR-method, which gives relaxations of the NN-atiofn2% in Si
and 6.6% in Ge. The small differences between pseudopotential calesilatid all-electron
are due to the different description of the electron-ion intemraclihey are of the same order
of magnitude as in other instances (see Appendix “ParameterJestsl of the PAW-
pseudopotentials”, Table “Cu(110) surface 17).
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Figure Cd-vacancy complex 2two schemes to relax the Cd- vacancy complex:

- upper panel the Cd is allowed to move (and the 6 NN-atoms).

- lower panel Cd is fixed in the (unstable) substitutional position.

The final stable configuration is the split-vacancy complex with the Cd in a boret seat

Cd_~vacancy complex Cd-splitvacancy complex

unstable stable AE=—-1 ¢V

Cd —vacancy complex
sl -

unstable; Cd,,

In the Figure “Cd-vacancy complex 3” we present the pddd! density of states
(PLDOS) at the Cd site for the relaxed configurations: (ap@il vacancy and (b) Cd-fixed
at the substitutional site in Ge bulk. According to a symmetrptadaanalysis the electronic
structure of the Cd-split-vacancy-complex can be considered to devivethe divacancy
[HHO3]. Due to the presence of the Cd-atom dangling bond electrons it ((Be) neighbors
feel an attractive potential, and thus their energy is reduceheddd atom one can see three
effects:

(1) For the split-vacancy configuration the large peak around -9.5sNfted by ~ 0.2eV to
higher energies compared to the substitutional-Cd complex. Thisnghi$tidue to the
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higher hybridization op andd electrons for substitutional-Cd with tlseandp electrons

Cd-VACANCY COMPLEX

of Si/Ge nearest-neighbor atoms.
(2) Reduction of the splitting of higher lyingstate.

(3) Splitting of thes-level with an overall shift of the occupieéstates to lower energies.

Figure Cd-vacancy complex 3The PLDOS at Cd site in Ge.
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The split vacancy configuration has a higher symm@&y. This explains also the

small EFG measured for these Cd-vacancy complexes in Si and Ge. TheedlE&HGS with

the KKR formalism (27.99 MHz for Si and 55.69 MHz for Ge) is in vgopd agreement
with the experiment allowing a unique assignment to the smasuned EFG of 28 MHz in
Siand 54 MHz in Ge. ([HHO03], [HASO04])
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Cd-interstitial complexes

The Cd-interstitial complex is a possible candidate for #ingel EFG of 415 MHz
measured by two groups in Ge ([HSZ98], [FVP90]). We have first stublee substitutional-
Cd interstitial-complex: a self-interstitial on a tetraheditd adjacent to a substitutional-Cd
impurity.

In our calculation to optimize the structure we used the same pseeiatiglst and
basis set as before for the vacancy complexes. All the calculatiodsregeising LDA for the
exchange-correlation functional in the same supercell as faattency complexes witt;,

symmetry but this time containing 109 atoms.

To our surprise we found that this configuration is very unstablebi¢ixigi a large
force on the Cd atom. By relaxing this configuration the threecadjaatoms in the [111]
direction, i.e. the self-interstitial, the Cd atom and the NN ht®nh in the [111] direction
move more or less uniformly, until the Cd atom settles in the bond-center position &nd the
host atoms about halfway between the interstitial and the sulastalpositions. In the final
configuration (see Figure “Cd-interstitial complex 1”) theaxaltions of the first NN-atoms
are of 4.7 %NN, and for the NN-atoms along to [111] direction 57%NN fileenideal
substitutional site. (the KKR relaxations are of 3.4%NN and 56%NN).

Figure Cd-interstitial complex complex I The Cd-interstitial complex with the Cd on the
substitutional site (left side) leads after relaxation tosgmametrical complex with Cd on the
bond center and two host atoms shifted halfway between the stibsat and interstitial
positions (right side).

(3.4%NN)

For Ge the calculated EFG of —415 MHz [HHO3] for the symmetrieadisplit-
interstitial-complex agrees well with the experimental vahiiex 395 MHz assigned by
Haesslein et. al. to a Cd-interstitial complex ([HSZ98]).
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Chapter 6
Formate on Cu(110) surface

6.1 Introduction

Most of the important chemical reactions in nature and technokgy place at
surfaces and interfaces. There are a vast number of econgrmugadirtant processes, which
rely on these reactions, such as catalysis in chemical groducorrosion, the fabrication of
computer chips, magnetic storage on computer disks and the behavior afdrials. A large
effort is made to obtain an atomic based picture of chemicahattens and reactions at the
surface. The first question refers to the identification of theeocubhr species and the atomic
positions. The next step is the understanding of the reasons why tiseaaitolocated the way
they are and why certain atom groups are more reactive thars.ofthe answers are directly
related to the electronic structure and how the bonds are formed.

The adsorption of formic acid on copper single crystal sesfaa particular Cu(110),
has attracted considerable attention due to the identificatiororofate as a key stable
intermediate in methanol synthesis which is carried out comaflgreising copper based
catalysts [Wau92].

Recent developments have enabled the field of surface sciepcegtess from the
study of simple adsorbates to the investigation of bigger and morglicated molecules,
e.g. organic acids and aminoacids. The carboxyl group is known to be an rgdrotp
used by molecules to chemically bind on the surfaces [Rav03, BRO03]. theotheoretical
point of view, in a first step one should understand the binding to the eswffalce simplest
molecule that contains the carboxyl group, which is the formic actt{ren proceed to more
complex molecular structures.

Experiments have studied formic acid adsorption on both clean and oxygen
precovered surfaces of copper. At elevated temperatures (300-46@%@fe molecules are
chemically adsorbed at the Cu surface by dehydrogenation (clefaces see Figure
“Formate on Cu(110) 1”) or release of water (oxygen precovered surfaei94]. To
determine the formate adsorption structures, several experinmeetiabds have been used:
near-edge X-ray-absorption fine spectroscopy (NEXAFS), sugsisnded X-ray-absorption
fine structure (SEXAFS), low-energy electron diffraction (LBEDAuger electron
spectroscopy, temperature programmed desorption (TPD), scammnglihg microscopy
(STM), reflection-absorption infrared spectroscopy (RAIRS) arsitininfra-red reflection-
absorption spectroscopy (IRAS) ([PHC85], [LEI94], [PBJ97], [SPB98], f8PP

With some of the experimental methods it was difficult to detez how the formate
molecules are chemisorbed on the copper surface, in an uprighedrggometry, or if they
are bound in a bidentate or monodentate geometry (for the monodergatéheaoxygen
forms a single bond with a copper atom, for the bidentate geonhetrgxtygen atoms are
bound to the copper atoms). Only NEXAFS and SEXAFS have suggestedicspeci
geometries: the molecules are adsorbed with their molecaliae jplerpendicular to the metal
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surface. The molecules are arranged in rows with the planedoby the carboxylic group

along the[L 10| direction [PHC8S].

Figure Formate on Cu(110) 1 On the clean copper surfaces only dehydrogenafidormic
acid is observed (Cu-green, O-red, C-gray, H-dagl)gy

Experiments suggested that the formate molecuéetoeming a (2x2) structure on the
Cu(110) surface. At low coverage there is just omaecule in the unit cell whereas at high
coverage the unit cell contains two molecules. bm d¢lean surface, at high coverage, the
formate molecules are forming short domains andsame extent they are randomly
distributed. It is assumed that there are repulgmermolecular interactions between the
molecules in the[lOO] direction that increases their mobility at shieface. This prevents the

observation of an ordered LEED pattern or cleartgrpretable STM image [PBJ97].

Some experiments suggested that the single oxggens are sitting on top of the
copper surface atoms, but SEXAFS analysis suggéistedhe oxygen atoms are on bridge
positions binding two Cu atoms [PHC85, PBJ97].

According to the experiments the clean surfacen&be structure has similarities to the
(2x2) formate structure that has been reportedhferformic acid adsorption on the 0.5ML
oxygen precovered copper surface (this means #fard formic acid adsorption there are
two oxygen atoms in the (2x2) unit cell). In thetlaase the (2x2) formate structure can be
imaged with STM with good resolution indicating thiae formate molecules are much more
localized than on the clean surface. It seems timvatrepulsive interaction between the
molecules can be overcome in the case of the oxggmrovered surface. The higher formate
coverage is enforced through the energeticallyri@ve reaction of formic acid deprotonation
by the preadsorbed oxygen [PBJ97, PJB97]. In ths® ¢he carboxylic hydrogen leaves the
surface not as Hbut rather as ¥0 (one additional O atom per (2x2) unit cell rensaine.
0.25ML).

For the adsorption geometry of formate on Cu(Xl6gries of theoretical calculations
using ab initio density functional theory as wedlsemiempirical methods have been reported
in the literature. All of them are based on thestdu approach: a cluster of 8 up to 10 copper
atoms is used to model the metal surface wheredpper atoms are kept at their ideal bulk
positions. These methods take into account jusfameate molecule on the surface, and they
describe well only the local structure of the maleemetal surface system at very low
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coverage. With these methods no information comegrthe intermolecular interactions can
be obtained.

In the present work several geometries, correspgni different coverages, for the
adsorption of the formate on Cu(110) are optimiasithg the supercell approach. The results
obtained with this method can be compared withdhster approach at low coverage. The
supercell approach has the advantage of a betterdaion of the real system because it can
take into account a real infinite surface and at&tudes the steric interactions between the
molecules when the coverage increases.

A series of additional calculations have beengreréd to check our method. First, we
have optimized the structure of the formate (fregical) molecule and the structure of the
(1x1) copper Cu(110) surface. The obtained resutiscomparable with the other theoretical
data reported in the literature and with the expental results [GG99, PLHO04, RYB95].
Then we have used these relaxed coordinates ahtiecule and copper surface as starting
positions in the molecule-surface calculations. ®h&ined results are discussed on the next
pages.

We first discuss the structure (bond length anddbangles) of the free formate
radical, as well as its electronic structure. Them, discuss the adsorption geometry of
formate on Cu(110)-surface with low coverage (Irfate molecule per (2x2) unit cell), and
with high coverage (2 formate molecules per (2xait gell), with and without additional
oxygen.

We found that in the most stable structures th&be is always sitting perpendicular
to the Cu(110)-surface, and it is adsorbed in dderiposition (the O-C-O group forms a
bridge between two Cu atoms). Other tested cordigums are less stable by at least 0.9 eV
per formate molecule.
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6.2 Formate free radical

The electronic and geometrical structure of thenfde radical has been optimized
using the PBE-GGA functional for the exchange-datren. The molecule has been placed in
a cubic box witha =85 A. The exact parameters of the pseudopotentiatsqf O) used are
given in the Appendix “Parameters and Tests of BAWVN-pseudopotentials”. Several
calculations have been done using gamma point dfedlesht k-point sets (up to 3x3x3) with
or without G, symmetry. Taking into account the symmetry, theuits are the same for all
the k-point sets. The bond lengths and O-C-O-aaagiven in the Table “Formate 1”. They
agree well with the other theoretical data forftvenate radical that have been reported in the
literature [GG99, PLHO4].

Table Formate 1 the bond length and O-C-O angle for free fornmatkcal.

bond length/angle] this work | Ref-[GG99] | Ref-[PLH04]
CH 1.140 1.095 1.100
CoO 1.247 1.261 1.257
0OCO 110.87 111.6 111.2

Electronic Structure

In order to understand the bindings in the fornmatdecule in a simple picture one can
view the carbon atom as’dpybridized. It has three simptebonds with the hydrogen and the
two oxygen atoms, and a prbital perpendicular on the O-C-O plane. Eachhef oxygen
atoms has a_porbital perpendicular to the plane formed by tmepée o bond to the carbon
and the two lone electron pairs. Eaghopbital of the carbon and oxygen atoms is occupied
with one electron. The, prbital of the C is formally forming two hait-type bonds with the
oxygen atoms (each having agubital occupied with one electron). Since the tvadf Tetype
bonds need two electrons (one will be taken froemaairbon and the other from the oxygen
atoms), the two oxygen atoms will share an exira@lgctron. As a result each oxygen atom is
rich in valence electrons. Formally, the redisttitm of the oxygen valence electrons is as
follows: one part of them are forming a simgiebond and a halferbond with the C, and
another part represents the two lone electron aics one half of the shared electron.
These last ones are involved in the bonding taCin 10) surface.

The Partial Local Density of States (PLDOS) (seda@ng D in [Kro01]) on a sphere
(with the radius half of nearest-neighboring disgraround each atom has been calculated in
order to understand and explain the electronicsira of isolated formate radical (see Figure
“Formate 2”). Our calculated electronic levels mprce those reported in the literature for
the free formate radical ([FHB83], [RC87], [BD87BD88], [KFL65]). The electronic
distribution and decomposition of the molecularitaib as analyzed in the mentioned papers
([FHB83], [RC87], [BD87], [BD88]) is shown in Figar‘Formate 3”. The lower level at -
23.5 eV corresponds to the;3avel and the highest one to the, 4wel (0.0 eV). There are
two nearly degenerate levels:,38nd 1h(n) (-5.0 eV). The PLDOS project the molecular
wave function into s- and p-type contributionsteg site of the each atom. We will start our
discussion with the highest occupied levels.
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The weakly bounded p-type electrons with the dttarastic energy levels at -1.0eV,
-0.5eV, 0.0eV and corresponding to the,4m, 1a levels in molecular orbital picture are
mostly located at the oxygen atoms. The electrdras torrespond to these states will
participate in the binding to the copper surfadee PLDOS of C, O atoms show 4 peaks, at -
5.0 (two nearly degenerate ones), -7.5 and -8.5%ee&fgy levels, with the corresponding
molecular orbitals 3 1b(n), 5a and 4a The electrons corresponding to these peaks have
intensities at all atoms. They represent the bip@iectrons between the molecules’ atoms.

Figure Formate 2 Partial local density of states of the formatdenole (free radical)
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The oxygen atoms have characteristic localizegps-tstates at -23.5 and -21.0 eV
corresponding in a molecular orbital picture to 3agand 2h states. In our PLDOS for the C
atom we find some intensity for the;3avel. Since we integrate over a sphere whoseaisadi
is half of the bond length around the C atom wetrmutgh electron distribution corresponding
to the 3alevel ( see Figure “Formate 3”).

(i) (i)
(only the p-orbitals
are shown)
|
4b2 c?%%)
6y
1ap(m) - 8>C<8
3b,
5a -
4 -
2b, -
3 -
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Figure Formate 3 Electron distribution
and schematic representation of the
valence molecular orbitals in the isolated
formate radical. The3a; level is the
lowest in energy and thdb, is the
highest one. The3b, and 1bi(n) are
degenerate.

(i) Orbital contours enclose 90, 70, 50,
30 and 10% of the probability density as
shown in ref. [FHB83] (C-H define the z-
axis, the oxygen atoms the y-axis and
perpendicular to this plane is the x-axis).

(i) Rough picture of the atomic orbitals
and their sign some at C and O site (only
the p-orbitals are shown). With respect to
the molecular (y-z) plane, théb; and
la, are then-orbitals. They are formed
by linear combinations of the 2prbitals

of carbon and oxygen. Tt&h,, 4b, and
6a; are the o-orbitals. They are the
product of linear combinations of the 1s
orbital of the hydrogen (g@aand the 2s,
2p,, and 2p orbitals of carbon and
oxygen (3b, 4k, 6a) [RC87], [BD87],
[BD88].
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6.3 Formate-Cu(110) surface systems

All GGA calculations of formate molecules adsorlmed Cu(110) surface have been
performed using an inversion symmetric slab coigifive copper layers. The unit cell has

the dimensions4[@[3/2 (perpendicular to the surface), a@da, a3/2 (parallel), with
a = 3.641A being the bulk lattice constant of the copper-f&n energy cutoff of 25 Ry (G
=5.0) and a 1x3x4 k-point set have been used.

In the case of low coverage, one molecule in (2xf) cell, two of the most probable
configurations have been optimized. In one con@igan the oxygen atoms are sitting on top
of the copper surface atoms. This is the so-cdiledige position (the C atom is a bridge
between two Cu atoms) where each of the oxygensatsrforming one single bond with a
copper atom. In the second configuration the mdéeisubound in a so-called top position (C
on top of a Cu atom) where each of the oxygen atsensgting on the surface between two
copper nearest-neighbor atoms (see Figure “For@af&10) system 1”).

For high coverage on the clean surface, wheremetecules are present in a (2x2)
unit cell, three different configurations can exmte with both molecules in bridge position,
another one with both molecules in top positiord arthird configuration with one molecule
in the bridge position and the other one in toptpos (see Figure “Formate-Cu(110) system
2a and 2b”).

In the case of the oxygen precovered Cu(110) sarf@th two formate molecules in
the (2x2) unit cell, the oxygen atom of the 0.25namlayer (ML) has been placed in a hollow
site (between four copper atoms of the first laged on top of a copper atom of the second
layer). In this case four configurations are pdssdi the metal surface. One contains both
molecules in bridge position and another one hdks bwlecules in top position. For these
configurations all hollow sites of the copper sagan the unit cell are equivalent (see Figure
“Formate-Cu(110) system 3a”). In the case whenmp&cule is in bridge position and the
other one in top position there are two non-eqgeivapositions of the oxygen atom relative to
the copper surface and formate molecules (seed-ifiarmate-Cu(110) system 3a”)

In all calculated structures the molecules anditsetwo layers have been allowed to
relax without any constraint. In the starting cgofiations the positions of the copper atoms
are corresponding to those of the optimized (1xif) ecell of the copper (110) surface. For the
molecules the relaxed atom positions of the fornfise radical have been used as starting
positions.
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Figure Formate-Cu(110) system 1Adsorption geometry of one formate molecule ir2)2
unit cell on a clean Cu(110) surface: left-side tihge position (C on top of Cu) and right-side
the bridge position ( C on bridge) (Cu-green, O-@djray, H-dark grey).

top view

side view along[lio] direction side view along[lio] direction

AEN

side view along [10@ direction side view along[lod direction

top position bridge position
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Figure Formate-Cu(110) system 2aAdsorption geometry of two formate molecules in a
(2x2) unit cell on the clean surface (both moles@ee either in bridge or in top positions).

top view top view

. 0_.0_0_00_0_0_0_0
@ 06606 600 00
side view anng[lOO] direction side view anng[lOO] direction

side view along[lio] direction side view along[ﬂOJ direction

bridge position top position
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Figure Formate-Cu(110) system 2bAdsorption geometry of two formate molecules in a
(2x2) unit cell on the clean Cu(110)surface, ondemde in bridge and the other one in top
positions (Cu-green, O-red, C-gray, H-dark grey).

REXRS

side view along[lod direction

side view along[lio] direction side view along[lio] direction

one molecule in bridge position and the other in top position
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Figure Formate-Cu(110) system 3aAdsorption geometry of two formate molecules and
oxygen atom in a (2x2) unit cell (0.25ML oxygen gqoeered surface). Both formate
molecules are in equivalent positions (bridge p) {€u-green, O-red, C-gray, H-dark grey).

top view

0_0%0_0
...‘...

side view anng[lOO] direction

side view along[ﬂOJ direction

side view along[ﬂOJ direction

bridge position

top position
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Figure Formate-Cu(110) system 3bAdsorption geometry of two formate molecules and
oxygen atom in a (2x2) unit cell (0.25ML oxygen qoeered surface). The two formate
molecules are in non-equivalent positions (Cu-gré€ered, C-gray, H-dark grey).

side view along[lio] direction side view alonglﬂoj direction

oxygen on top of Cd oxygen on top of Cu’
one molecule in bridge position and the other in top position

The relative energies of all configurations and tiond lengths in the calculated
configurations are presented in the next tableg CTh-O distances larger than 3A are not
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listed. A general observation is that in all cadd¢etl configurations (for different coverages of
the formate molecules) the most stable ones conit@mrmolecules only in bridge position
with each oxygen binding to one Cu atom.

6.4 “Low formate coverage”

Atomic structure and energetics

At low coverage (one molecule per unit cell) thigldpe position is with 0.92 eV more
stable than the top position. This is explainedH®y stronger interaction of the oxygen and
copper atoms since in the bridge position the decgta O-Cu are much smaller. The oxygen
atoms are bound to the surface in a monodentateejep (each oxygen of the carboxylic
group binds to a single copper atom). Due to thppeooxygen interaction for both
configurations the O-C-O angle is larger than fog single formate free radical (128.4° for
bridge, 125.3° for top, 110.8° for free radical).

Table Formate-Cu(110) system :1Bond lengths and relative energies for one foemat
molecule in (2x2) unit cell (For the numbering betatoms we refer to Figure “Formate-
Cu(110) system 17).

bond length : Interlayer relaxations .

A) bridge | 0P | o/ olative to the ideal)| P19 | 1P
C?LH? 1.141| 1.146 cut-cu? -10.06| -2.02
c*o® 1.321| 1.324 cur®>-cutt -0.85| 0.37
c*Lo® 1.321| 1.324 cut’-cu? -10.06| -1.95
o=.cu® 1.994| 2.441 cu®-cutt -0.84| 0.32
o%.cu®® -| 2.434

Clean Cu(110) surface -11.00
o*-cu?? 1.994| 2.320 (110)

25 ~,15 _

OOZ3C':(2:1lCJ)25 2.314) pelative total energies| o 00 | 0.92
128.4F | 125.32 (eV) ' '
angle

The relaxations of the copper atoms of the firgetaare quite different depending if
Cu-O interactions exist or not. For the bridge posiof the molecule the copper atoms that
are not binding directly to the oxygen atoms shawilar inward relaxations as on the clean
Cu(110) surface. In contrast, the relaxation of dbpper atoms that are forming the bonds
with the oxygen atoms is very small, the positiohthese atoms are close to unrelaxed ideal
surface positions. In the top position each oxya@m of the molecule forms bonds with two
nearest-neighbor copper atoms, the relaxationshefcopper atoms are quite small, the
positions of the copper surface atoms are clofleetadeal unrelaxed (110) surface.

Electronic structure

The electronic structure of the configuration wikle molecule in bridge position is
analyzed with the help of the Partial Local DensityStates, PLDOS (see Figure “Formate-
Cu(110) system 4a and 4b”). The inner Cu-atoms',(@uf, CU/, Cu) have the bulk
characteristics with the d-band (and some p-statetf)e energy interval of -5.0...-2.0 eV.
Most s-type states appear at a lower energy inteBva.-4.5 eV.
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Figure Formate-Cu(110) system 4aThe PLDOS of the Cu-slab atoms for the supercell

containing one formate molecule in (2x2) unit c#lla clean Cu(110) surface
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Figure Formate-Cu(110) system 4bThe PLDOS of the Cu outermost surface atoms and

formate molecule atoms the system containing omadte molecule in (2x2) unit cell on a
clean Cu(110) surface (for O and C atoms the sdgypa below -23.5 eV is not shown).
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For the next surface layer, the atoms’,GDu, CW/’, Cu'?, the d-band is narrowing
(energy range from -4.5... -2.0 eV). This behawodue to the smaller coordination number
of these atoms. The Cu-surface atoms show distimatacteristics: copper atoms, ‘€and
Cu"’, that are not forming direct bonds with the oxygeams of the formate molecule have
the same characteristics as copper surface atortiseociean surface: a high but narrow d-
band in the energy range of -4.81.8 eV (see Appendix “PLDOS for clean Cu(110)
surface”). The shape of the d-band of thé°Gund Cd”® (that are binding the ®and &) is
different. The analysis of the PLDOS for the molecatoms show that the binding levels in
the molecule are located in the energy range frbix0-to -5.0 eV. The oxygen atoms show
as in the isolated molecule the s-type localizatestbelow -22.5 eV. The Cu-O bindings, via
p-type states of oxygen atoms and the d-type stdtéise copper atoms, are in the energy
range -4.0.-1.8 eV. In this interval the oxygen atom showgac#ic high p-type peak at -
3.0eV.

Comparison to literature

The molecular geometries and the Cu-O bonds ebmliiin this work agree well with
the theoretical results reported in the literafi@&99, PLHO4, Bec93] and the experimental
data [LCK98]. The theoretical results in the litera are for the bridge position of a simple
formate molecule using the cluster approach andsBenFunctional Theory (DFT),
Restricted Hartree-Fock (RHF) and semiempiricabtétcal approaches [GG99, PLHO04,]. In
the reported DFT calculation a localized basishastbeen used and B3LYP hybrid functional
for the exchange correlation [Bec93].

In the literature, there are experimental data Hrebretical calculations for other
organo-metallic complexes of Cuwith formic acid and diformate molecules. In these
complexes the oxygen atoms bind in monodentate gigrto the copper atoms. It is shown
that the CU+O attractive interaction is very strong with tha-O bond length being 1.910 A
for the diformate molecule and 1.958 A for the farmcid [JDO1, HO97]. The reported Cu-
O bond length is close to our calculated Cu-O Hendth (1.994 A) for the bridge position of
formate molecules on the Cu(110) surface. It isegaly accepted that Cu-O distances of
1.91 up to 2.0 A correspond to strong Cu-O intéoactln our system, the binding of the
oxygen atoms to the Cu surface atoms leads to amaall relaxation of the copper atoms
from their relaxed positions of the clean surface.

6.5 “High formate coverage”

We present the details of the formate arrangenfentsgh coverage in two tables.

€)) intramolecular bond lengths and bond anglesadmithic distances in the Cu surface

(b) Cu-O bond lengths and relative energies.
For the numbering of the atoms we refer to FigiFesmate-Cu(110) system 2a and
2b”.

Atomic structure and energetics

The geometries of the formate molecules are aiitelar in all configurations with
two molecules per unit cell. The differences app@athe Cu-O bond lengths and the
relaxations of the copper surface atoms. We haea $eat for low coverage (with one
molecule per unit cell) in the most stable confagion (bridge position) the oxygen-bound
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copper atoms relax outward relative to the cleaffasa. Increasing the coverage, with two
molecules per unit cell in bridge positions, théward relaxations of the copper surface
atoms are larger than for the low coverage (se¢esdbormate-Cu(110) system 2a and 17).

Table Formate-Cu(110) system 2aTwo formate molecules in (2x2) unit cell on tHean

surface. (bond lengths of the molecule atoms arngstroms and relaxations of the copper
atoms of the first layer are expressed in percentatptive to the ideal interlayer distance
where the copper atom have the bulk terminatedipnos).

bond length (A) bridge | top | bridge top
Cc?Ly33 1.142| 1.143 1.141
C2H*® 1.142| 1.143 1.145
co® 1.320| 1.323 1.322
c?o? 1.320| 1.323 1.321
c®.0% 1.320| 1.323 1.323
c®.o* 1.320| 1.323 1.326
angles
o*c?o? 129.10 | 126.35| 128.5f
0%¥c#0* 128.69 | 126.35| 126.12
Interlayer relaxations
(% relative to the ideal)
cu'’cu™t +1.17| -0.54| -0.04
cu'®>-cu* +1.17| -1.34| -0.72
cut’-cu™ +1.17| -1.34| -1.56
cu®®-cu™* +1.17| -0.54| -0.70
Clean Cu(110) surface -11.00

Table Formate-Cu(110) system 2bCu-O bond lengths and relative energies for torangte
molecules in (2x2) unit cell on the clean surfameygen-copper bond lengths are given in A).

l;\aﬂcfsl,uet;urluz Cu™ | Cu™® | Cu" | Cu™ | Energy (eV)
o*| - [1.998 - -
i o] - - 1.998
0.0000
bridge o - - Tosal
0*|1.998 - ; _
o®| - ]1.993 - -
one bridge | 0*"| - _ = 11939
and one top] 0*° | 2.334| - |2.461| - 1.0694
0% | 2.340 2475 -
0| - |2456] - 2327
o*| - 2450 - [2334
P [oP[2334] - |2.448] - 2.0520
0*]2.326] - |2456] -

The most stable configuration for high coverage(formate molecules in (2x2) unit
cell) is the one with both molecules in the brigigsition. In the table above the difference in
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the energies for the other configurations are givka energy of the bridge configuration is
taken as reference. A positive energy indicates ttiea specific structure is less stable. The
small Cu-O bond length when both molecules arerigigle position is indicative of a strong
attractive Cu-O interaction [JD01, HO97]. In thesnstable structure the Cu-O bonds are all
equal. Also the outward relaxations of all coppernes of the first layer are the same. Due to
the C-O bonds the inward relaxation of the cleafiLlC@) surface is over-compensated.

When one of the molecules is placed in top pasitimixed configuration) the energy
increases by 1.07 eV, a little more than the 0.9208 found for low coverage. The increase
of the energy is mostly due to the different Cu-@nds. A small contribution comes from
different relaxations of the copper surface atohie same is true when both molecules are in
top position. The increase of the energy (2.052Dig\arger than the 2x0.92084 eV.
Observation 1. The contribution to the total energy due rEpulsion or attraction
between the formate molecules can be estimate@yparing a given area of the Cu-surface
with two different arrangements of the formate roales: (i) the formate is spread out on the
copper surface with low coverage, i.e one molepale (2x2) unit cell, and (ii) the formate
molecules are present on only half of the surfad wouble (high) coverage, i.e. two
molecules per (2x2) unit cell, and half of Cu-suoefas free of formate. The two situations
yield the following energy difference:

e — (Ecumo +EZ) = 08
where E¢;i1y°, Ediaio - are the energies of the (2x2) unit cell with oméveo molecules,

respectively, on Cu(110) (with the molecules irdbé positions), and,,,, represents the

energy of the clean surface.AE >0 the interaction between the molecules is attracind
it is repulsive ifAE <0.

Our results for the total energies of the différ€u-surfaces (with and without
formate) yield a small positive energy different¥ = +0.1294eV per molecule. This would
mean an attractive interaction of the formate mdks; in contradiction with the earlier
interpretation of the experimental observations J®B, which postulate a repulsive
interaction between formate molecules on Cu(1l1lGjasa from the fact that the high
coverage configuration is not achievable by longasxire of the Cu(110) surface with formic
acid in the gas phase.

However, while our calculations test the equilibni configurations of formate
molecules on the surface &t=0, the experiments draw the conclusions from thetiss of
the adsorption reaction. The ultimate test willtbecalculate the barrier for adsorption of a
second formate molecule in the c(2x2) unit cellisTib a very demanding calculation and has
to be left to future calculations.
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6.6 Oxygen precovered Cu(110),
“High formate coverage”

We give the details of the arrangement of the &emmolecules on oxygen
precovered Cu(110) surface in three different @ble

(a) the intramolecular bond lengths and bond angles the interlayer relaxations of the
Cu(110) surface,
(b) the bond lengths of the oxygen atoms of then&de molecules with the copper surface
atoms and the energies of the different formatermdi®n geometries.
(c) the bond lengths of the extra oxygen atom&éadQu surface atoms.
For the numbering of the atoms we refer to FiglFesmate-Cu(110) system 3a and
3b”.

Atomic structure and energetics

In the case of the oxygen precovered Cu(110) seirfhe most stable configuration
also turns out to be the one with both moleculesupging bridge positions. It is
characteristic for all configurations that due lbe Cu-O bonds the first copper layer relaxes
outward above the ideal bulk terminated positiomd #e first interlayer distance increases.
Again the inward relaxation for the clean Cu(l1l@face is over-compensated.

The extra oxygen atom (the remaining 0.25 ML afieter release) is slightly
displaced from its fourfold hollow site startingsition. For all configurations the Cu2®
bond length (CGO*3, Cu-0*) relative to the second layer atom are practictily same.
The bond length of the lone oxygen atom to coppamna of the second layer is shorter than
the one formed by the oxygen of the molecules withcopper atoms of the first layer (see
Table “Formate-Cu(110) system 3b and 3c”).

In the Table “Formate-Cu(110) system 3b” the ep@fthe most stable configuration
(both formate molecules in bridge positions) isetakas reference. The positive energy
indicates the reduced stability of the other camfagions.

The calculated C(+~0* bond lengths are in good agreement with experiahent
results and theoretical calculations of the oxygeatovered Cu(110) surface [LKC98, HO97,
DFS91, BPO86, FGJ90, ST93, UMUO1]. Th& Position is slightly above the first layer of
copper atoms (see Figure “Formate-Cu(110) systeem8ab”).

Liem et al. [LKC98] have reported that at low ceage of oxygen on the Cu(110)
surface the most favorable adsorption site of thditimnal oxygen atom is not the hollow site
(high symmetry fourfold coordination). The equilion position corresponds to a pseudo
threefold coordinated adsorption site. The oxygeim ia midpoint between a hollow site and
two copper nearest-neighbor atoms alonjlt_ti)] direction. This is explained by the closer
coordination (shorter bond lengths) of the oxygenthe copper atoms for the pseudo
threefold coordinated adsorption site.
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Table Formate-Cu(110) system 3alntramolecular and Cu-surface bond lengths foo tw

formate molecules in (2x2) unit cell on the oxygeacovered Cu(110) surface (bond lengths
of the molecule atoms are in angstroms and relaxsitof the copper atoms of the first layer
are expressed in percentage relative to the igwatlayer distance where the copper atom
have the bulk terminated positions ).

bridge | bridge top | bridge top | top
bond length (A) ©*.cu’) | (0F-cuth
c?Ly® 1.139 1.153 1.150| 1.142
C=.H¥ 1.142 1.147 1.145| 1.140
c?Lo?® 1.321 1.332 1.313| 1.314
c?Lo? 1.321 1.315 1.328| 1.331
Cc?.0% 1.318 1.323 1.319| 1.331
cz.0% 1.317 1.320 1.313| 1.333
angles
o*c*o?’ 129.78% 125.30 125.58 | 126.38
0%°c?p* 128.24 128.68 127.44 | 126.39

Interlayer relaxations
(% relative to the ideal)

cutscut +8.28| +11.27 +5.66 +8.16

cu®>-cu™* +8.27| +11.69 +5.63 +7.22

cul’-cu™* +8.28| +11.62 +5.81 +7.22

cu®®-cu* +8.27| +13.81 +6.85 +8.13
Clean Cu(110) surface -11.00

Table Formate-Cu(110) system 3bCu-O bond lengths (A) and relaxation energiesefif)
for two formate molecules in (2x2) unit cell on tweygen precovered surface

Molecules cut® | cu®® | cu'’ | cu'® | Energy (eV)
pOSItIOﬂS
o*®| - 11993 - -
27
bridge 829 B B L9931 0.0000
o%)1.988 - - -
one bridge O®| - 2493 - |[2.347
27 _ _
and one top 829 - 2"_128 1937 2':_)’01 1.1576
cu’-0® - :
0% 1.986| - - -
. O®| - |2449] - |2.281
one bridge o7 - 5566 - -
and one top o : 2003 1.6247
cutLo® - - - : -
0%]1.998| - - -
O®| - 2494 - |2377
o*| - 2381 - |2235
top 0% 2235 - |2382] - 1.8527
0% 2.377| - |2.494] -
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Table Formate-Cu(110) system 3dBond lengths (A) of the additional oxygen*#dfor two
formate molecules in (2x2) unit cell on the oxygeacovered surface.

o*cu | cu’ | cutt| cu®| cu®| cut’ | cu®
bridge 1.869| - 2.135| 2.305| 2.135]| 2.305
one bridge
and one top| 1.865| - 2.211| 2.243| 2.280| 2.294
Cu7_033
one bridge
and one top| - 1.875| 2.100| 2.200| 2.227| 2.321
Cu11_033
top 1.879 1.239| 2.239| 2.239| 2.238

We found that for the most stable configuratiorth&f formate molecule adsorption on
0.25 ML oxygen precovered Cu(110) surface (bothemdes in the bridge position) the
additional oxygen atom follows the same trendikis to coordinate closer to the three Cu-
surface atoms (see in Table “Formate-Cu(110) sy@bth The O forms slightly shorter
bonds to Ct# and Cd’ and longer ones with Gtand CUd°. The direction of relaxation is the
same as the one suggested in the Ref. [LKC98],rtismMa Cu nearest-neighbors on thEOJ

direction (see Figure “Formate-Cu(110) system 3wl Bigure “Formate-Cu(110) system 5”).

For the oxygen precovered Cu(110) surface theggneifference between the most
stable configuration (both molecules in bridge pos) and the less stable one (both
molecules in top position) is 1.8527eV. This valige only 11.02 meV larger than
2%0.9208: eV (where 0.92084eV is the energy difference betwéop and bridge
configurations with one molecule in a (2x2) unill)cén the case of two formate molecules in
a (2x2) unit cell on clean Cu(110) surface thisrgpelifference is 210.32 meV.

Figure Formate-Cu(110) system 5 Displacement of additional oxygen for two formate
molecules in bridge positions and an oxygen atona i(2x2) unit cell (0.25ML oxygen
precovered surface) (Cu-green, O-red, C-gray, H-deay).

The OG®is displaced by 0.1A from the hollow
site towards Ctf and Cd’. The oxygen atomss
0?° and G are on top of the mentioned
copper atoms. 8 and H’ are slightly tilted
towards the & atom
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The presence of additional oxygen apparently imiteés the energy difference
between different formate adsorptions geometriéss & not surprising since the Cu atoms
participating in the formate binding are also inaal in the binding of the extra oxygen.
Observation 2. For a characterization of the effect of the pssabded oxygen on the
formate-formate interaction we compare the adsomptnergies of the formate-Cu(110)
system “high coverage” with and without additiomalygen (considering both molecules in
bridge positions) in a similar manner as in “Oba#ion 1” in the previous chapter.

1 2[Formate 1 2[Formate —
_{ECu(llo) - ECu(llO) +2 EEFormate 5 ECu(llO) - ECu(llO) +2 DEFormate - AEbind

2 oxygen oxygen 2

where the term with the first curly brackets représ the negative binding energy per
formate on precovered-oxygen Cu(110) and the secpads the negative binding energy per
formate without oxygenEéﬁ‘i’{Qf‘te is the energy of the 2 formate-oxygen precovera(l D)

oxygen

2[Formate

system, Eg,u1q IS the energy of the 2 formate-Cu(110) systdfy,.,, the energy of the

oxygen

oxygen precovered (0.25ML) Cu(110) systel,,,,, the energy of the clean Cu(110)

surface andE.,,,.... the energy of a single gas phase formate moletfultE <0 then the

additional oxygen aids the formate adsorption. @sults for the total energies of the

different Cu-surfaces (with and without oxygen)lgi¢he following bonding energies per
Cu(110) oxygen Cu(110

molecule: Ejoqe®  =-3. 1035V, Egie® =-3.4955eV, i.e. a small positive adsorption
energy differenceAE =+0.3920eV per formate molecule. This means that the oxygersd
not increase the attraction interaction betweerattsorbed formate molecules. But, again we
would like to point out, that we have tested thelildarium configurations of adsorbed
formate with and without preadsorbed oxygerTat 0. The effect of the adsorbed oxygen
might be more important for reducing the barrier &mlsorption of the second formate
molecule in the c(2x2) Cu(110) surface cell. Intfatue to the presence of oxygen a new
reaction path for the adsorption of formate frors gaaase formic acid is opening up: instead
of release K when the molecules are adsorbed, with the additiorygen, water can be
formed. This is indeed experimentally observed BPBJA theoretical investigation of the
kinetics has to be left to future investigation® dio the very high computational demands.
For all configurations we found that the molecidesitting with its molecular plane
perpendicular to the Cu(110)-surface. For low cager(one formate molecule in the unit
cell) we found that in the stable configuration telecule is in a bridge position (each
oxygen of the carboxylate group binds a single eo@iom so that the carboxylate group
forms a bridge between two nearest-neighbor cogimens along tc[lIO] direction). The Cu

surface atoms that are not binding directly to @tygtoms show inward relaxations as on the
clean Cu(110) surface. In contrast, nearly no edlar relative to the ideal unrelaxed Cu(110)
surface is found for the Cu atoms that are forntinggbonds with O atoms.

At high coverage (two formate molecules in thetuocell) the most stable
configuration is the one with both molecules indge positions. The Cu-surface atoms show
outward relaxations larger than in the low coveragse. The geometries of both formate
molecules are quite similar to that of the molecatelow coverage. We found that an
attractive interaction between the formate molexsleould occur at high coverage.

In the case of oxygen-precovered Cu-surface,git boverage of formate molecules,
we find again that the stable configuration is dine with both molecules in bridge positions.
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A large outward relaxation of the Cu surface laigefound. The molecular geometry of the
formate molecules does not change significantly &nd similar as in the previously

discussed systems. The extra oxygen atom (the Q.2btyilgen monolayer) is only slightly

displaced from its fourfold hollow site starting gion. This oxygen atom binds more
strongly to the second layer Cu atom than to tts¢ fayer atoms.

The Cu-O bond length is practically the same incahfigurations and does not
depend on the coverage ratio. The oxygen adsorpio@s not influence the binding of the
oxygen atoms of the carboxylate group with thet flegyer of the Cu-surface. The main
changes due to oxygen coverage are in the firgrlayer relaxations. With increasing
coverage the first Cu-surface layer relaxes towalds positions corresponding to the
unrelaxed (110) surface, and for the oxygen preeaveurface the inward relaxation for the
clean Cu(110) surface is over-compensated anddume a large outward relaxation.
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Chapter 7

3-Thiophene carboxylate
on Cu(110) surface

7.1 Introduction

The family of five-membered heterocycles is of basic ingma in chemistry and
physics. This family includes thiophene and its derivates, whictharenain constituents of
the polymeric organic conductors [BRV72, SL0O1, SAKO1]. The discoveryoatiucting
polymers has proven to be of great scientific and practicaiesit Conducting polymers are
being used in the field of material science as electromiagsteelding, antistatic coatings on
photographic films, and for windows with changeable optical propemies promising
applications include micro- and molecular-electronics, as wejuaatum computing. [SK0O,
SAKO01, Phi00, SKB0O, SDB01, JB01, CDLO0Q].

There is an increasing interest in the adhesion and growth oftextigpolymeric
materials on surfaces. Much work is now undertaken in moleculaass#imbly experiments
which lead to oriented growth of organic films. These motivate invagiigs to understand
the properties of the polymer-precursor-substrate interfaces.Sfith information it should
be possible to fabricate a specific polymer-surface structhosevchemistry and physics can
be controlled and optimized to achieve specific desired properties.

Polythiophene and its derivatives play an important role as a camglpctiymer. The
self-assembling of the thiophene derivatives is expected to pradgaric films with novel
and interesting properties. Experiments provide information on the bonditegal la
interactions, charge distribution, orientation and the alignment of mlateadsorbates on
surfaces. Ab initio calculations are a powerful method to aid the interpretagop&iments,
and to provide a basic understanding and forecasting of the imtca-inéer-molecular
interactions present in the observed structures.

In the present chapter we focus on the study of the (2x1) wsteuof 3-thiophene
carboxylic acid on Cu(110) surface. The structure is shown in Figure “3-thiophdrexilate
la”.
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GQJJQ Figure 3-thiophene carboxylate (3TC) laSchematic view of the 3-thiophenﬁ‘)JJ0

a carboxylate molecule. The atoms are numbered as used in oururstruct
@)Q optimization of the free radical discussion. @)o

Experiments, like high-resolution electron energy loss spectrosGdREELS),
scanning tunneling microscopy (STM) and low electron energy diraqlLEED), have
been performed on this system [FCB96].

The HREELS shows that at low coverage the 3-thiophene carbacydidies flat on
the surface with itgt orbitals interacting with the surface atoms. It has been showratthat
high coverage the hydrogen atom of the carboxylate group isridgha molecule binds to
the surface as 3-thiophene carboxylate (3TC). The hydrogensldaee surface as ,H
molecule (see Figure “3-thiophene carboxylate 1b”).

Electron scattering (HREELS) results indicate that whenctwerage increases the
molecules reorient perpendicular to the surface with the caditexgroup oriented in the
[110] direction of the surface. The (2x1) super structure that isefbisiconfirmed also by
the LEED experiments. In the gas phase the 3TC-molecules haraas geometry. At high
coverage the thiophene rings of the molecules feel a steric mpubghich they can reduce
by rotation, thus breaking the planar geometry. Experiments subgestey rotate by 20-30
away from the[ﬁo] direction [FCB96].

Figure 3-thiophene carboxylate (3TC) 1bSchematic view of the high coverage adsorption
of 3-thiophene carboxylic acid on Cu(110) surface.

@
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‘e a@o @@
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In the falowing we first discuss owab initio results for the free 3TC-molecule and
then for the structure of the 3TC-molecules adsorbed on Cu(110) surface.
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7.2 3-thiophene carboxylate free radical

The molecule (see Figure “3-thiophene carboxilate 1a”) contadims@hene ring that
is formed by foursp?-hybridized carbon atoms and a sulfur atom. Formally the ringtste
can be assumed to derive from a benzene molecule by replacing two of the annglau@H
with sulfur. In this five-membered ring the sulfur atom actsaas electron donating
heteroatom by contributing two electrons to the aromatic sextdtthus the thiophene ring is
considered to be an electron-rich heterocycle. The fact that th@dmmen sulfur contributes
to the aromaticity is seen in the lower dipole moment of the thiopbengared to its
saturated analogue tetrahidrothiophene.

The atomic and electronic structure of the 3-thiophene carbox@a®) (adical has
been optimized using the PBE-GGA functional for the exchangelatiore The calculation
has been performed in a boxi#x11.5 x6.54° using a3x3x3k-point set and a energy cutoff
of 25 Ry. The corresponding pseudopotentials of the atoms have beertegemnsrag the
same PBE-GGA scheme. Their characterization is given iApeadix “Parameters and tests
of the PAW pseudopotentials”.

Atomic structure

To optimize the structure of 3TC we have started with a coraigpn where the
angles and bond lengths are equal to experimental values for tHeratid'he atoms of the
3-thiophene carboxylate have been allowed to relax without constrHirthei energy
minimum is reached. In the final relaxed configuration the thiophemeand carboxylate
group of the molecule are in the same plane. The calculated bond landthsgles and are
given in the Table “3-thiophene carboxylate 1”. They can be compétedhose measured
for the crystalline structure of 3-thiophene carboxylic acid lRVHWG68] or those
calculated for the molecule in the gas phase with ab initio mi@leorbital calculations
[TRLOZ2]. One should mention that in the references two differentlfoi@ lengths are given
because they correspond to the carboxylic group (COOH). The shoetés oarresponding
to the double bond that is formed by one of the oxygen atoms with thencaitee longer one
corresponds to a single C-O bond. The 3-thiophene carboxylate radicalalaemtain the
acidic hydrogen, so the two oxygen atoms are indistinguishable, hardbibnds to the
carboxylate carbon are equivalent. As one would expect the calc@afetdond lengths for
the radical are practically equal. Due to the differencesi®fG-O bonds in the carboxylic
acid and in the carboxylate groups the O-C-O angles differ.

The calculated bond lengths and angles for the thiophene ring agltewitlv those
calculated for the thiophene ring in the corresponding gas pha$e aicid or with those
measured for the crystalline structure formed by the acithe solid phase (see Table “3-
thiophene carboxylate 17).
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QJJJQ Table 3-thiophene carboxylate 1 The bond lengths (A) and bond anngJ‘“)Je
Q (degrees) of 3-thiophene carboxylate radical. *

bond this work Ref. [TRJ02] Ref. [HR62] Ref. [VHW68]
c%-0° 1.276 1.209 1.235 1.24
Cc%-0’ 1.277 1.347 1.332 1.32
c-ct 1.415 1.464 1.474 1.51
ctc? 1.353 1.380 1.406 1.38
ct-c* 1.364 1.410 1.437 1.41
c’c® 1.348 1.371 1.508 1.44
Cco-S 1.620 1.687 1.708 1.73
c3-s8 1.630 1.697 1.699 1.70
c3-H° 1.110 1.078
CAH™ 1.107 1.079
c>-H1 1.112 1.078
angle
c-s-c° 94.00 92.90 98.00 95.20
L.ce-ct 111.68 111.50 106.00 108.80
f.cct 111.27 111.00 110.40 109.10
c3-ctct 112.06 112.8 112.5 114.6
co-c*-c? 111.00 111.8 113.3 112.3
0°-c%-0’ 115.14 123.00 123.6 124.6

Electronic structure

In order to understand the electronic structure of the 3-thiophebexghate radical
the partial local density of states (PLDOS) has been cadcufar each of the atoms of the
molecule. The atoms are identified by numbers in Figure “3-thioptarmmxylate 2 and 3",
where also the PLDOS-spectra are shown.

The PLDOS-spectra for 3-thiophene carboxylate can be understoadllyart
analogy to the formate spectra (see Chapter 6 Formate di@gurface). The carboxylate
group is the same, but the five-atom thiophene ring replaces thegeydatom of the
formate. Indeed, for the atoms forming trerboxylate group (O°-C*0O") we find the same
gross feature as for the respective atoms in formate: 48t af levels close to the Fermi
energy (-1.5.-0.0 eV) which correspond to combinations of prbitals -sytem
perpendicular on the molecular plane) as well as anti-bonding cambmaf g, p, and s
orbitals (in the molecular plane); (ii) a set of levels in thege (-10.0.-2.5 eV), which
correspond to the-binding combinations of the p-orbitals; (iii) low lying levels below -12 eV
which correspond to mostly s-type tightly bond electrons. Howeverodihe foresence of the
ring, there are also differences: (i) there are more lekete to the Fermi energy since there
are more pelectrons which contribute to thesytem; (ii) there are additional binding states
both of s and p character which involve thfea®m due to the binding with the' @tom of
the ring.

Thiophene ring: In general the interval corresponding to the bonding of the atdms
the five-membered ring lies between -1848.0 eV. For the C and Sulfur atoms the low-
lying states (<<-10.0 eV) have mostly s-type charactesisiibe high lying states of these
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GJJJQ atoms have p-type character. The PLDOS-spectra of thentsdiinding the SGJJJ@
J atom have similar characteristic, but different compared Witbh@S-spectra of J
o o the other C atoms. 0 Q
Figure 3-thiophene carboxylate 2 Structure and atom numbers of the 3-TC radical, a schematic
view of the p-orbitals, and the PLDOS of the atoms contained in the carboxyriatg, O-C-
0.
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Q.
9
GQJJQ Figure 3-thiophene carboxylate 3 The PLDOS of the atoms contained in tlé\‘)\)‘)°

-0

thiophene ring of the 3-thiophene carboxylate radical.
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7.3 3-thiophene carboxylate-

Cu(110) system

In order to understand the structure and the nature of the bondinghmipBene
carboxylate molecule to the Cu(110)-substrate we have performedialcatculations for a
(2x1) supercell using PBE-GGA functional for exchange-correlatitve. gseudopotentials
used are generated with the same PBE-GGA functional; the ¢jenemarameters are
discussed in the Appendix “Parameters and Tests of the PAW-pseudopotentials”.

The HREELS experiments [FCB96] suggest that the thiophene rirgated with
respect to the carboxylate group by about 3he experiments give no indication of the
possible reconstruction of the copper atoms in the surface under theutaolayer. In order
to get good starting positions for a full structure optimizatiorraes of survey calculations
has been performed.

Dense packing of 3-thiophene carboxylate on Cu(110): Ring rotation

First, a calculation of the structure of the Cu(110) surface ugihgla lateral unit cell
and a slab containing 7-layers and aAl@acuum has been performed. The forces have been
relaxed down to a level of FOmRy/a.u. The relaxed positions of this slab have been used as
starting positions for the copper atoms in the calculations of t@eajecal optimization of
3-thiophene carboxylate Cu(110) surface system.

Secondly, a series of calculations has been done in order to get &stimation of
the rotation angle of the thiophene ring with respect to[]tﬁ@] direction and of the bond
distance of the carboxylate group to the Cu surface. A syspamaicing the molecule and
two copper atoms has been optimized in a big box. The copper atoenbd®ayv placed under
the oxygen atoms of the carboxylate group, in a planar geometry.oppercatoms are kept
fixed at the nearest neighbors distance along[lﬁé)] direction of the Cu(110) surface

during the calculation, and only the molecule is allowed to relaxr@laged positions of the
planar 3-thiophene carboxylate radical have been used as gstpasitions for this new
molecule-2-copper atoms system. The calculation has been pedform a box of
14.5x11.5x6.58% using a3x3x3k-point set with an energy cutoff of 25 Ry and the PBE-GGA
functional for exchange-correlation. The relaxation is perfornileithéi energetic minimum is
reached (atomic forces less than 0.1 mRy/a.u.). With these pptinpositions the lateral
dimensions of the box are reducedat®/2 , a (with a = 3.641 A being the copper-fcc lattice
constant). In this way the new box has the dimenssid.5x(a 3/2)x (a) A® and contains the
copper atoms in the same arrangement and distasdasan ideal single layer of the Cu(110)
surface. This new system can be viewed as a (2nddtgre of the 3-thiophene carboxylate on
Cu(110) surface with the planar molecule alignedngl to [110] direction. With this

arrangement a series of calculations have beeorpetl to estimate the rotation angle of the
thiophene ring. Without relaxing the atom distanitesthiophene ring is rotated from 0° up
to 90 (in steps of 5°) relative to carboxylate groupe ®nergy of the unit cell versus rotation
angle it is shown in Figure “3-thiophene-carboxgl&tu(110)-single-layer 1”.
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QJJJQ The minimum is located in the interval 280 . For this interval another series &JJJG
J calculations has been done using smaller steps°ofWe found that the (%
o o minimum energy is corresponding to a rotation arafl@3 of the thiophene o 0
ring with respect to th@io] direction.

Figure 3-thiophene-carboxylate-Cu(110)-single-layer:1 Energy versus rotation angle.
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3-thiophene carboxylate on Cu(110)-surface: Full relaxation

The minimum energy configuration of 3-thiophene Gu(110) found by these
calculations (bond lengths, bond angles and rotaitgle) has been used as a starting point
for the full calculations using a thicker slab.

In the calculations of the (2x1) structure of Bfihnene carboxylate on Cu(110)
surface a set of 1x3x4 k-points and an energy tofo25 Ry has been used. The supercell
contains 7 layers of copper (14 atoms) and a mtde@x11 atoms) one each side of the
copper slab. The inversion symmetry of the systasildeen included in the calculations. The

dimension of the unit cell i¥@3E/2 (vertical), ald/2, a (lateral). a=3.641 A is the
copper-fcc lattice constant fitted for bulk caldidas using 12x12x12 k-point set. The
vacuum region above the molecules has a thickne30d\ (vertical distance between two
adjacent molecules).

Four of the most probable configurations of thdenales on top of Cu(110) surface
have been optimized: the thiophene molecules ameedl on so called ‘bridge’ or ‘top’
positions above the first or second Cu-layer wiih thiophene ring rotated with 23° relative
to the carboxylate group. ‘Bridge’ or ‘top’ positis refer to the position of the C-atom with
respect to the Cu layer. For the ‘bridge’ positibe oxygen atoms are on top of the two
nearest-neighbor copper atoms so that the carltexgtaup is forming a bridge between the
copper atoms. In the ‘top’ position the carbonhe tarboxylate group is on top of a copper-
surface atom and the oxygen atoms in the bridgatigosbetween two copper nearest-
neighbors.
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GQ JJQ The first two layers of the Cu surface and the muale have been allowed tﬁ‘) JJG
C relax without constraint. The optimization has beme until the energetic
@) minimum has been reached. The relaxed structueestewn in the Figure “3-
thiophene-carboxylate-Cu(110) system la-1c”.

In the following we present the results of ourcoddtions, discussing the relative
energies, the bond lengths of the Cu-O bonds, @hel kengths in the thiophene ring, the bond
angles of the molecules, and the relaxation ofQbhesurface atoms. Then we will discuss the
electronic structure of the attached molecule @rtiost stable configuration and compare it
to the free radical at the clean Cu surface.

Figure 3-thiophene-carboxylate-Cu(110) system 1&he figure shows a top view of
the (2x1) structure of 3-thiophene carboxylabeidge’ and top’ configurations above the
first layer . By displacing the molecule along Q] directions with a half of the lattice
constant the other two configurations are obtainexp’ and bridge’ configurations above
the second layer (Cu-green, O-red, C-gray, S-itiugark grey).

bridge

[oog

Energetics and Structure

The energetically most stable configuration is ‘thrédge’ configuration in which the
oxygen atoms are on top of two nearest-neighbop@optoms of the first layer. In a simple
picture, the oxygen atoms are binding the Cu atanusthe thiophene molecular structure is
unaffected except for the rotation. The carboxyteup is in a plane parallel to tl{ﬂeio]

direction, and the thiophene ring rotated with 23.Aaway from the[ﬂo]. In Table “3-

thiophene-carboxylate-Cu(110) system 1” the endiffgrences of the calculated structures
are given. The most stable one is taken as refer@wro level), the positive energies show
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the reduction of the stability of the other struetj causing a decrease of tle\')‘)\Jo
probability to populate the respective configunatio experiments. -

Figure 3-thiophene-carboxylate-Cu(110) system 1:bSide view of the 3-
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QJJJQ Table 3-thiophene-carboxylate-Cu(110) system: Ithe energies are expressﬁ/“)\é)“)e

OJO in eV) o Je

configuration | Above first layer | Above second layer

bridge 0.000 +1.992
top +0.985 +1.080

The relative stability of the different configuiais can be explained in terms of
chemical interaction of the oxygen atoms with tlepper surface atoms. In Table “3-
thiophene carboxylate 2” below the Cu-O bond leadtr the optimized configurations are
given. When the 3-thiophene carboxylate is on bnglge position above the first layer, the
shortest Cu-O bonds are formed. In this configarathe oxygen atoms are sitting directly on
top of the copper atoms, and a strong interacteiwden a copper atom and an oxygen atom
can be achieved.

Table 3-thiophene-carboxylate-Cu(110) system: Zu-O bond lengths (the bond lengths are

given inA)
configuration | Bond (A) Above first layer | Above second layer

cut-0® 1.925 2.959

bridge cu-0*’ 1.924 2.821

cutt-0?’ - 2.900

cu-0® - 2.823

cutt-o0® 2.389 2.516

top Cu-0*’ 2.224 2.516

cutt-0?’ 2.334 3.660

cu-0® 2.264 3.516

Table 3-thiophene carboxylate 8 The bond lengthsA) in the thiophene ring for the
different optimized configurations.

Bond (A) Above first layer Apove second layer
bridge top bridge top

ct.o® 1.327 1.331 1.332 1.333
ct’-.0% 1.327 1.329 1.335 1.337
ct-cl’ 1.459 1.455 1.484 1.492
ct>-ct 1.390 1.388 1.394 1.397
ct>c* 1.424 1.422 1.434 1.437
c?kc?3 1.384 1.382 1.386 1.387
c9.s® 1.731 1.730 1.735 1.736
Cc?.8%° 1.752 1.752 1.750 1.750
cl%n3? 1.114 1.113 1.113 1.114
Cc?Ly33 1.116 1.118 1.115 1.115
C?.H3° 1.115 1.111 1.118 1.119

The conformational changes of the adsorbed maecoimpared with a free 3-
thiophene carboxylate radical are:
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QJJJQ & the planarity of the molecule is broken because tthophene rlngG‘)JJG
% rotates relative to the plane formed by the carlagygroup. The angle of (
o rotation remains practically the same for all tlenfogurations. This angle is e

approximately 24° and does not depend on how thiecules are bound to the Cu-surface
atoms. This rotation is due to the strong laterractions that appear between the hydrogen
atoms of the neighboring thiophene rings.
@ the O-C-O angle of the carboxylate group is chdrayge to the bonding of

the oxygen atoms to the Cu atoms. In the caseeofrtbst stable configuration the O-C-O
angle is 127°, i.e. 12° larger that for the isadatadical. All the other configurations have the
O-C-0O angle around 124°. This is close to the erpantal value for the crystal structure of
3-thiophene carboxylic acid.

The C-O bond lengths and O-C-O angle are prabtigdéntical to those for the
formate-Cu(110)-system. The Cu-O bond lengths & d¢hse of thiophene carboxylate are
smaller with approximatively 0.0X than the corresponding ones of the formate matecul

Table 3-thiophene carboxylate (3TC) 4 The angles in the thiophene ring and of the
carboxylate group for the different optimized cguofiations. The rotation angle of the
thiophene ring relative to tr{ﬂO] is also given.

angle Above first layer Above second layer
bridge top bridge top

s®.ci.c 111.05 111.06 112.14 112.56

ct-ct>c* 113.60 113.99 111.83 111.08

ct.c?.c® 112.08 111.44 113.20 113.77

c?c?.s? 111.48 112.06 111.23 110.98

ct.s®.c® 91.77 91.43 91.59 91.59

o*.ct.o* 127.65 124.99 124.05 124.00
Roration angle 23.72° 23.80° 23.83 23.77

of the thiophene ring

The bond lengths and angles in the thiophenearegust slightly changed from one
configuration to another. The only obvious changepear at the interface carboxylate-
group/Cu-surface, more precisely for the Cu-O blemgiths and the first interlayer distances
of the copper substrate. The Table “3-thiophenbmailate 5” gives the contractions of these
first interlayer distances.

Table 3-thiophene _carboxylate 5The changes of the first interlayer distance€0€110)-
surface (in percent) are given in percentage fiberéint configurations of adsorbed 3TC.

Bond (A) Above first layer Apove second layer
bridge top bridge top
cutcu® -10.05 -11.20 -12.86 -5.56
cuttcu’ -10.05 -11.20 -12.86 -5.56
cutcu’ -11.92 -11.47 -9.14 -4.95
cu®-cu® -11.92 -11.47 -9.14 -4.95
Clean Cu(110) surfacs -11.00
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Q*)J‘)@ For each configuration the carboxylate group biowly to Cu atoms of the fIrSIQJJJG
,J layer. For a given configuration each of the oxygémms will form one or two
o o bonds with neighboring Cu atoms. In the relaxedfigamations there are some o e

small lateral displacement of the outermost compeface atoms towards the oxygen atoms
(from 0.07 up to 0.12). This has as an effect on the bonding of thé-Frger copper surface
atoms relative to the second-layer copper surfam@s From the interlayer distances given

in the table above, one can see that for tbge'-type configurations the displacements of the
first-layer atoms relative to the second layer a@re symmetrical. This is not the case in the
‘bridge’-type configurations where the first interlayerasedtions of copper atoms that bound
the oxygen atoms differ by almost 2%. In all confafions the €-C'’ bond (connecting the
carboxyl group to the thiophene ring) remains pedp=ular to the (110) surface.

Electronic structure

The electronic structure is analyzed with the tddlghe Partial local density of states
(PLDOS). The PLDOS has been calculated for all #hems of the unit cell in all
configurations. We discuss the results for the nstedble 3-thiophene-carboxylate adsorption
configuration. The corresponding plots are foundhe following figures. We start at the
inner Cu layer and end with the thiophene ring.

Cu-atoms The Cd and Cd bulk-type atoms have the bulk characteristics witand
d-type states in the energy interval of -4.8 up2@V (see also Appendix “PLDOS for clean
Cu(110) surface”). For the GuCw, CU and Cd the s- and p-states keep their main
characteristics as the €and Cd, but the d-band is narrowing. The copper-surfacens.
(Cu'', Cu™®) have a characteristic d-band higher peak at V1.Tgis peak does not appear at
the other Cu-slab atoms?tand G’ have a large p-type band in the energy range
of copper-surface atoms. These states are attdibatine Cu-O bonding.

3-thiophene_carboxylate moleculeCompared to the spectra of the free radical, we
generally observe a shift of all picks to lower gye The low-lying s-type peaks (<< -12 eV)
are shifted almost rigidly due to the change ofdklierage potential when the molecules are
bound to the Cu-surface. In addition, the statesecto the Fermi energy and in the range of
the d-band to the copper are individually shiftece do hybridization when the respective
orbitals are participating in the bonding to the-&ams. This is particularly true for the
highest levels that belong to a large extend toothgyen atoms ofarboxylate group. We
expect that all p-electrons residing on the oxyagms to participate in the binding to the Cu
surface. The most pronounce binding effect canldsemed for the peak at -1.0 eV, which
can be identified on the oxygen atoms and Cu-atafitise first layer.

Thiophene ring: The PLDOS of the atoms forming the thiophene fraye quite
similar characteristics for all the configuratiooreover, from the analysis of the bond
lengths and angles of the thiophene ring one cdesluhat the type of bonding of the
carboxylate group to the Cu surface does not hasigraficant influence on the properties of
the thiophene ring. In general the energy intecaatesponding to the bonding of the atoms
of the five-membered ring lies between -18:@.5 eV. Also the low-lying s-type states at -
14.0 and/or -15.0 and -18.0eV are characteristicfie atoms of the thiophene ring but they
are not present at the carboxylic carbort’\CThe atoms 8, C* C** and C° have a
characteristic p-type state at -2.0eV, bttt &hd the carboxylic carbon t§ do not have this
p-type state. Since there is no direct interactibthe thiophene ring with the Cu-surface we
can conclude that the p-type states at -2.0eV sporeds to part of the=conjugated electron
system of the thiophene ring localized at thg 6%3, C** and G° atoms. The rotation of the
thiophene ring relative to the plane of the carlvabeygroup must have an influence on the
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%0

GQ JJQ coherence of tha-electrons. We speculate that the existence opéia at -2. 06“)0“)@

00

eV at all ring atoms which falls directly into tlgap of the split p-band of the
carboxylate-oxygen atoms could be a sign of decaitipa of therrconjugated

00

electron system caused by the rotation of the tieap ring. Apparently, the binding to the
copper surface of the carboxylic group localizes tbnjugated p-type states mostly to the
ring region. They do not extend as much to themaylate group, as is the case for the free
3TC radical. A detailed analysis of this point iarmed.

Figure 3-thiophene-carboxylate-Cu(110) system 2-d&he PLDOS of the Cu-bulk type atoms for

the configuration when 3-thiophene carboxylateifridge position above the first layer.
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QJQ Figure 3-thiophene-carboxylate-Cu(110) system 2-cThe PLDOS of the QJQ
copper outermost surface atoms and carboxylatepgfou the configuration when 3-
thiophene carboxylate is irbridge position above the first layer. The most pronaainc
binding effect can be observed for the peak ateY.0which can be identified on the oxygen
atoms and Cu-atoms of the first layer. This peapeific for the carboxylate group of the 3-
thiophene carboxylate molecule. It does not appeahe case of formate adsorption on
Cu(110) surface (see Figure “Formate-Cu(110) systéiy (for O atoms the s-type level
below -24 eV is not shown).
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Figure 3-thiophene-carboxylate-Cu(110) system 2:bThe PLDOS of the

- /,,;
|

0
o9

(A?) AUy (A?) ABuy (A?) ABuy
0 s 01— SI- 0 0 §— [1] o s1- 07— 0 §- [1] o s1- 07—
T T T T 0 ~ o y n 0 T y 0
WV s T v ﬂ VY
/< 1T0 F 110 110
190 10 10
1] 1] 1]
=4 o4 o4
1e0 & 1e0 & 1e0 &
~ ~ ~
& % %
1 %0 170 170
[Puue—p 150 Puuetp—p 150 Puuetp—p 150
pPuusy—d [ELLTR ] [ELLTR ]
[Puned—s PuueyR-—s PuueyR-—s
a : 90 * : 90 * : 90
T€-H 101 SOa1d LI-D 103 SOd'1d €6-H 10} SOA'1d
(A?) AUy (A?) ABuy (A?) ABuy
0 s 01— SI- 0 0 §— [1] o s1- 07— 0 §— [1] o s1- 07—
T T 0 T = T 0 T T T 0
N Z = \'4 a ./ A4 g
YARWVAA Wi T T
F << 1T0 r 110 r 110
I 190 r 10 10
1] 1] 1]
=4 o4 o4
1e0 & 1e0 & 1e0 &
~ ~ ~
& % %
1 %0 170 170
[Puue—p 150 Puuetp—p 150 Puuetp—p 150
pPuusy—d [ELLTR ] [ELLTR ]
[Puned—s PuueyR-—s PuueyR-—s
a : 90 * : 90 * : 90
61-D 10J SOA'1d S1-D 103 SOd'1d 12D 103 S0a1d
(A®) ASruy (A3) A8ruy (A9) Admuy
0 S 01— SI- 0T— 0 5= (1] o ST- 0T— 0 &= (1] ST- 0T
= 0 T v T i T 0 T T [}
3 \\ \ 410 H \ 1T 410
F {, 470 r 10 100
@ 172] 7]
& 5 5
. {e0 & 1e0 & 1e0 §
By B By
= = =
1 %0 170 170
[punEp—p 180 Punep—p 150 Juneyp—p 150
Pune—d pPuustp—d puup—d
[ELLTHIRES Puueya-s Puueyd-s
n . 90 L L 90 - L 20

6¢-S 103 SOq1d

£0-D 193 S0d'1d

SE-H 103 S0q'1d

97



3-THIOPHENE CARBOXYLATE-Cu(110) SYSTEM
2,0 (110) 20

QQJ")Q In the stable configuration the molecule sits pedieular in bridge posmond‘)JJG

C above the first Cu-surface layer with the carboteylgroup oriented along to the ;’_’

6) [110] direction (see Figure “3-thiophene carboxylat¢i@0) system”). The 0)
most important change due to adsorption is the gégmof the molecule. In the gas phase the
single molecule has a planar geometry with an eldén-system over the thiophene ring and
carboxylate group. The adsorption of the moleculeaks this planarity. There are strong
lateral interactions that appear between the hyaragoms of neighboring thiophene rings.
As a consequence, in the adsorbed molecules thghttme rings are rotated by 24° relative to
the carboxylate group.

- A

«

A%

Figure 3-thiophene carboxylate-
Cu(110) systemA top view of the
bridge configuration and a surface
of constant electron charge (lower
part). The thiophene rings are
rotated by 24° relative to the
carboxylate group due to the strong
lateral interactions that appear
between the hydrogen atoms of
neighboring thiophene rings.
(Cu-green, O-red, C-gray, S-blue,
H-dark grey)

110

This is nicely demonstrated in Figure “3-thiopheterboxylate-Cu(110) system”
which shows the top view of the adsorbed molectbgether with a surface of constant
electron charge. The big cap on the right sideachanolecule belongs to the S atom. As can
be seen, the rotation of the thiophene ring in@gdise distance between the H atoms of the
neighboring molecules in the row and decreasesliftance of the S atom (negative charge)
to the CH group (positive charge) of the next rdwnolecules.

The relaxations of the Cu-surface layer are alntlestsame as those of the clean
Cu(110) surface. There are small lateral displacesnef the Cu-atoms towards the oxygen
atoms. We speculate that thesystem is affected by the rotation of the thiogheng. This
remains to be analyzed in detail. If it turns aubé an important effect, adsorption of 3TC on
different fcc-metals (Pt, Ag, Au, Pd) should be sidered. They have larger lattice constants
and thus the ring rotation is expected to be lessqunced.
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Chapter 8

Glycinate on Cu(110)-surface

8.1 Introduction

It is crucial to understand the interaction of biologically actwvelecules, such as
proteins and peptides, with metal surfaces, because they arekents of many advanced
and emerging technologies ([CV02],[BR03], [RSY03], [Rav03]) such(ipgreparation of
biomaterials and ensuring the biocompatibility by coating inorgsuitaces; (ii) fabrication
of biosensors; (iii) (bio)molecular electronics.

Important for all applications are the structures of adsorb@daules: (i) the type of
binding to the surface (which functional group is involved, e.g. S-bonding, N-bording
bonding or carboxylate(OCO)-bonding); (ii) the interaction betws®slecules and (iii)
availability of the other specific functional groups of the molacstructure where specific
biomolecules can be attached.

The study of model species such as the simple amino acids ganydeelpful for the
understanding of more complex systems. Especially the adsorptiolycaiegon surfaces
represents a model system for chemisorption of biofunctional meteenld can be seen as a
first step towards understanding the interaction of peptides and nzroteth metallic
surfaces. The interaction of amino acids and peptides with me&lndhe solution has been
extensively studied and there is a large amount of data initdrature related to such
organometallic complexes. However, the interactions of these maeeiile metal surfaces
are much less understood ([TKWO03], [NONO3], [NHPOQ]).

The a-amino acids represent the building blocks of many peptides and ngrotei
Hydrolysis of most proteins and peptides produces about twenty differeinb acids of
which glycine is the simplest one. Glycine;RHCH,-COOH) has an important function in
the of neurotransmitter system. The two functional groups of glyemeno group NkK and
carboxyl COOH) have a complex chemical behavior: in the gase ghasee exists in a
nonionic from, in the solid phase it exists in a “zwitterionic” fomere the acidic hydrogen
is transferred to the basic aminogroup. In solution, the form of glysidetermined by the
pH: in acidic solutions it exists in the cationic form, in neutsalutions it is in a
“zwitterionic” form and in basic solutions it exists in an anionic form.
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8.2 Chirality and the Bioloqgical
Importance

The importance of understanding the structure-amino acids is connected to their
biological significance. The-C denoted with * represents an asymmetric center in all amino
acids, HNC*RHCO,H, when R (radical) is not a hydrogen atom. This induces the bptica
activity and chirality of the natural aminoacids and so the spiggiind selectivity in all
biological processes. The chirality expresses the fattathabject and its mirror image are
not superimposable by any translation or rotation of the entire object, or byggtatt of the
molecule around a simple %pond. In essence, this means that a compound is chiral if the
center carbon C* binds 4 different molecular groups. A chiral objectecdsts in two
distinguishable mirror forms, which are referred to as enantiorf@ms of the molecule.
Glycine is the only amino acid, which doesn’'t have this asymeegmter. Thus it is not a
chiral molecule, although it can be considered as a prochiral n®lebecause the
substitution of one hydrogen atom with another radical will estalihe asymmetry at thoe
C in the molecule and induce the chirality. Also, when the glycine moleaelesisorbed at a
surface, one can distinguish left and right enantiomers, and shithély is induced in the
molecule-substrate ensemble (see Figure Glycinate 1).

Since chirality has profound effects especially in biologylfoains of life on Earth
use exclusively one mirror form of amino acids — much attentionbbas paid to this
property for adsorbed molecules. Different forms of surface indubedlity have been
defined. For recent reviews of experimental work on adsorption of commiganic
molecules with special emphasis on chirality we refer to tbekvef Barlow and Raval
[BRO3]. We have chosen to study the adsorption of glycinate on Cu(11@p hbitio
calculation because it offers the opportunity to study thecsspd bonding of different
functional groups (carboxylate OCO and amino Nté the surface and the surface induced
chirality with a relatively small molecule [CHRO02].

8.3 Experimental Structure Determination

The adsorption of the glycine molecule on the non-chiral Cu(110)esurfiduces an
organization of the adsorbates in ordered arrays with both diffeypas of enantiomers
present. There is no geometric or energetic reason for the prtefer@dsorption of one
enantiomer for isolated molecules. The question is whether anctiberdetween adsorbed
molecules exists which leads to a preferential adsorption of only one form.

Experiments have been performed on the copper-surface-glygygatem using
scanning energy-selective photoelectron spectroscopy. The techrpioiésethe interference
between the directly emitted photoelectron wavefield from anrbd& core level with the
components of the same wavefield elastically scatteredhbystrrounding atoms thus
providing information on the location of the near-neighbors to theemithe N 1s and O 1s
photoelectron diffraction was used to determine the structure dhglpdsorbed on Cu(110).
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LEED observations show that a (3x2) structure is formed. In Fi@lyenate 1 the
adsorption structure is showntiop view for both, and two side views for one of the
enantiomers. The molecule is bound to the surface across a p{h@_t(l})f rows by the two
oxygen atoms of the carboxylate group and the nitrogen of the amino group. Thri<HES
approximately parallel to the surface in tf@Q]] direction. The N-atom is displaced by
0.24+0.1 A along the[lio] direction off an on-top Cu site, the Cu-N bondgié being
approx 2.04A. The oxygen atoms are displaced from the on-tteptsy 0.8A in the [00]]
direction towards to amino group, with the Cu-O darfi 2.03A, the tilting of the bond with
respect to the surface normal is£23° [BWS98].

Figure Glycinate 1. Glycinate binds to the Cu(110) in a flat-lyingnéiguration via both
functional groups: carboxylate (-OCO-) and amindH>).
(a) upper panelThe two possible enatiomer configurations of gigite adsorbed on the
Cu(110) surface.
(b) lower panelTwo sides views of one of the enantiomers boraddble surface.
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Top view
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Reflection absorption infrared spectroscopy comdirthe structure described above
and suggests the existence of hydrogen bonds: CldndONH...O [BKH98].

A detailed study of the ordered monolayer of gigteé adsorbed on Cu(110) is
presented in [HKW98]. The experimentalists havelyaea the molecular orientation using
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ray Adsorption Fine Structure, XPD X-ray Photodlect Diffraction, and LEED
Low Electron Energy Diffraction.

The first attempt to calculate the structure @& #ulsorbed glycinate was done using a
cluster model with 15 Cu atoms and one glycinatéenude [NHPOO]. This model is only a
crude representation of the real system.

Using the STM, Chen [CFR02] suggested that theratisn of glycinate on CullO
induces chirality on the surface. The high-resoutiSTM images show two different
molecular arrangements in the unit cell: the honratlith a pseudo-centered structure and
the heterochiral with clear glide plane symmetee(Eigure Glycinate 2).

Figure Glycinate 2 The experimental STM images propose two possibigfigurations:
homochiral domain (left panel) and heterochiral domn{right panel) [CFRO2].

Other experiments [HKW98, TKWO03] suggest that ahky heterochiral domain exists
and the two different STM images are obtained b&esaun asymmetric object is scanned with
an asymmetric tip.

Atom N atom O atom

bond length
with Cu atom

[110] direction | 0-24+0.10| 0.08/0.22

2.04+0.02| 2.02/2.00

displacement
from on-top site| 105 direction | 0.00+0.15| 0.68/0.97

Based on the above experimental data one can nendgiur possible adsorption
configurations: a hetererochiral and a homochiaahdin where the two molecules in the unit
cell can be rotated relative to each other by 0°180°. We have performed ab initio
calculations for all four configurations. In thdléaving chapters we first present our results
for the free glycinate radical, and then the atoramd electronic structure of these
configurations will be discussed.
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8.4 Glycinate Free Radical

The atomic and electronic structure of the glywnaadical molecule has been
analyzed using LDA and PBE-GGA functionals for exatpe-correlation. The calculation has
been performed in a box of 17.5x13.5x11.5 A using k-point at (000) and a cutoff energy
25 Ry. Using a larger k-point set does not chamhgerésults. The exact parameters of the
pseudopotentials (for C, N, O) used are given enAppendix “Parameters and Tests of the
PAW-pseudopotentials” (the LDA pseudopotentialdude the large partial core-correction,
and for the GGA case pseudopotentials with smatigdaore-correction have been used).

Molecular structure

The geometries obtained using both approximatifmmsthe exchange-correlation
functional are quite similar. The structure of tilgcine radical shown in Figure Glycinate 3
(next page) and the angles and the bond lengtigiaee in Table Glycinate 1.

Table Glycinate 1 The calculated bond length and angle for gly@nailecule. The
experimental values are form ref. [McG99] and cgpmnd to glycine molecule.

Bond length (A) Angles (degree)

LDA | GGA | Exp. Atoms no. LDA GGA EXp.
cl-c? | 1.487)1.456| 1.520 H8-N°-H° | 109.24| 111.63| 112.5
CL-N® | 1.428/1.495|1.463 H8-N°-c!|111.81) 114.94|/113.8
C%-0°® | 1.315/1.256|1.223 N°-C-H’" | 110.93/ 111.50 111.7
c2-0* | 1.310]1.252] - N°-c!-Cc?]109.65/ 111.13/110.6
Ccl-H® | 1.148/1.139|1.098 H®-C!-H" | 94.49|104.79| 107.4
Cl-H” | 1.138/1.129] - 0%-c%-0%*|117.48] 118.26] -
N°-H® | 1.067|1.067| 1.000
N5-H9 | 1.065|1.062| -

The calculated bond lengths are comparable wigfeemental data obtained for the
glycine molecule from microwave spectroscopic rssahd with other literature data based
on theoretical studies of different glycine confers([McG99], [HBS99]).

Electronic structure

To understand the electronic bonds in the glyeimadical molecule in a simple
approach, one can consider theaom as sphybridized, having three simptebonds with
the C, O°, 0" and a porbital perpendicular on the*@?-0O* plane. Each of the oxygen atoms
has a porbital perpendicular to a plane spanned by thelsic bond to the carbon®Cand
two pairs of electrons. Each grbital is occupied with one electron; theopbital of the G is
formally forming two halftebonds with the oxygen atoms, which are occupiediviy
electrons, and so one plectron will be shared by the two oxygen atoms.aAresult the
oxygen atoms acquire additional electrons. The Wydatund electrons residing at the N and
N atoms are available for the bonding to the Cu(klOface. The €and N atoms can be
viewed as having Spybridization.
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Figure Glycinate 3: Structure of the glycinate radical molecule (tiphnel) and b‘b
a schematic view of valence electrons (left).
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In order to understand the bonds and the eledisiribution in the glycinate molecule
a calculation of the Partial Local Density of SsafELDOS) in a sphere around each atom has
been performed Figure Glycinate 5.

The C-H® is simpleo covalent bond. For the®the bonding states are lying in the

interval -12.5 to 0 eV. The distances from td the oxygen atoms are large (2.81, 3.16 for
LDA and 2.76, 2.83 for GGA respectively), and sitlvere is also a carbon atom in between,
an H-O interaction is excluded. Thée Has different PLDOS characteristics that Fhe H-
0* distance is smaller (2.59 for LDA, 2.46 for GGAnd a small interaction exists. In is
known that the nitrogen atom is more electronegatman the hydrogen atom. The N-H bond
is slightly ionic, so that the PLDOS charactersstiare different than for the previous
hydrogen atoms.

The carboxylate group shows similar features astha formate molecule (see
Formate 2, 3) The weakly bound electrons are located in the ggneange -1.5...0.0 eV.
These electrons correspond to combinations-ofripitals fesytem perpendicular on the OCO
plane) as well as anti-bonding combinations ofgxand s orbitals (in the OCO plane). The
nitrogen atom has natelectrons. The peak at -0.5 eV located at the emygtoms
corresponds to &state (see also Figure Formate 2 and 3). It hgBgilde intensity at the
nitrogen atom. The Natom spectrum shows two peaks at -1.5 and 0.0cekésponding to
weakly bound electrons that can possibly partieipatthe binding of the glycine to a metal
ion or a metal surface. The bonding states of th&Nare located in the energy range -
18.0..-3.5 eV (two low lying s-type states at —15.0 at8l.O eV and more p-type states in the
energy range -8.5-3.5 eV).

The G-PLDOS shows predominantly p-type states in therwt -21.0..-3.5 eV
which participate in the molecular bonding.
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8.5 Glycinate-Cu(110) system

The discussion is arranged in the following way: fisst present the energetics of the
different configurations and the reason for theeorof stability in terms of bond strengths.
Then, we present details about the atomic strucak general characteristics of PLDOS-
spectra of the adsorbed molecules for the mostestaimfiguration “Heterochiral domain 1”.
We discuss the differences with the other configong, which characterize the different
bond geometries and strengths, as well.

The optimized configurations are shown in fouufigs (Cu-green, O-red, C-gray, N-
blue, H-dark grey.):

(a) Figure “Heterochiral domain 1” where the uretlcontains both enantioners (“left”
and “right”) and direction from the carboxylate gpoto the amino group of both
molecules oriented ifL0d direction;

(b) Figure “Heterochiral domain 2” with the orietiten of one molecule turned with 180°
to the[lod direction;

(c) Figure “Homochiral domain 1” with two enantioraeof the same type and both
molecules oriented in thg0d direction;

(d) Figure “Homochiral domain 2” with the orientai of one molecule turned by 180° to
the [10d direction.

Calculational details
The LDA and GGA calculations of the glycinate on(€10) have been performed
using an inversion-symmetric slab containing 5 tay&f Cu and two glycinate molecules on

the each sides of the slab. The unit cell has tmemsion 4 GE/2 (vertical), 3mi/2/2,
2[a (lateral) witha being the theoretical bulk lattice constant of tepper-fcc 3.559 A for
LDA and 3.641 for GGA for 42x12x12k-point set.

For the LDA calculations ax2x2k-point set has been used antix&x3in the case of
GGA. The vacuum is larger than 7.50 A for the LxAgd 7.70 A for the GGA. For both cases
(LDA and GGA) an energy-cutoff of 25 Ry was used.

In the starting configurations we have used thevipusly relaxed positions of the
Cu(110) surface, the molecules have been placddthat the N and O atoms are on top of
Cu-surface atoms. For all structures the first ly@rs of the surface and the molecules were
allowed to relax without any constraint.

The geometries that have been obtained using & énd LDA functional for the
exchange-correlation potential are quite similar.
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Figure Heterochiral domain 1: The top view of the final relaxed configuratioh o
the “Heterochiral domain 1”. Two different enantiers are present in the unit cell with the
C-C-axis oriented similarly relative to the Cu-swé. The Ctt, C'°, C* are aligned along to
the [110| direction and Cit and C&" define the[10d direction. Both molecules bind the

copper surface strongly via the nitrogen atom¥,(N*) that are on top of copper atoms (for
each nitrogen atom a single bond with a copper asdiormed). For each molecule one of the
oxygen atoms (&, O%) is sitting on top of a copper atom forming a stydond. The other
oxygen atom (&}, 0*) of each molecule is situated in “bridge”-positiostween two copper
atoms along to th10d direction. Each of the*®and J° forms two bonds with two Cu
atoms. The analysis of the distances between ffexatit hydrogen and oxygen atoms of the
adsorbed molecules suggests that hydrogen bondsraned (the shorter ones are between
0*...H*® and G°...H%). The calculated bond lengths between the atortteeimolecules and
with the surface are given in Table “Heterochirairéin 1”.

second and third layer of the unit cell first aedand layer of the unit cell

top view of the heterochiral domain
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Figure Heterochiral domain 2 Both enantiomers are present in the unit cell but
rotated with 180 relative to each other. The minimum energy confion corresponds to
the geometry for which the carboxylic oxygen atoam&l nitrogen atom are alternatively
aligned anng{liO] . One of the molecules binds the copper surfacagly via the N’ atom
that is on top of a copper atom (a single bond witopper atom is formed) and less with the
oxygen atoms because each of them binds two c@ppers. The other molecule binds to the
copper surface strongly via the two oxygen atonas #ne on top of two neighboring copper
atoms and weaker via the nitrogen atom that fommskionds with two copper atoms of the
surface. From the analysis of the H...O distancescanesee that hydrogen bonds are formed,
which seem to be stronger (because they are shtrtar in the case when the molecules are
not rotated (see Table “Heterochiral domain 27).

second and third layer of the unit cell first aedand layer of the unit cell

top view of the heterochiral domain
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Figure-1 Homochiral domain 1 Two enantiomers of the same type are in the unit
cell. For this configuration each of the molecudesds differently to the copper surface. One
of the molecules binds to the surface such thah edidhe nitrogen and oxygen atoms is
forming short bonds with a copper atom (around 2TAk other molecule binds to the copper
surface strongly via the nitrogen atom and lesé wie oxygen atoms. The analysis of the
O...H distances shows that hydrogen bonds are tb(se= Table “Homochiral domain 1”).

second and third layer of the unit cell first aedand layer of the unit cell

top view of the homochiral domain
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Figure Homochiral domain 2 Two enantiomers of the same type in the unit cell
but rotated with 180relative to each other. In this configuration afiche molecules binds to
the copper surface via a strong nitrogen-copped lzomd weaker oxygen-copper bonds, since
the oxygen atoms are binding two neighboring coppems. The other molecule binds to the
surface via two strong oxygen-copper bonds and areb&nd with the nitrogen atom. The
analysis of the O...H distances shows that betweemiblecules strong hydrogen bonds are
formed (see Table “Homochiral domain 2”).

second and third layer of the unit cell first aedand layer of the unit cell

top view of the homochiral domain
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Table Heterochiral domain 1 The important bond lengths for the “Heterochir

domain 1” (for the numbering of the atoms see Fagtuteterochiral domain 17).

Bond lenath in Bond length of the
the moIecSIes A) Cu-surface atoms with O...H distances (&)
N and O atoms (A)

LDA | GGA LDA | GGA LDA | GGA
31 ~33
235:337 ﬁgé 1212 N*-cu®’| 2.036 | 2.109| O*...H>*| 1.980 | 2.082
31 1451
235:;-,9 ﬁ;g ﬁég N -cu®®| 2.028 | 2.099| O®..H®®| 2.024 | 2.062
31 1453
g%ﬂm ﬁgg ﬁgg o*.cu*| 2191 | 2.213| 0" H®| 2.345 | 2.234
31 \j47
235:m49 1'222 1'225 O*-cu'®| 2.308 | 2.229| 0*...H*®*| 2.452 | 2.456
47 1455
m@:ﬂeg 1'822 1'838 o*.cu®| 2.464 | 2.543|0™.. . H%®| 2542 | 2.436
47 1457
m@:ﬂes 1'828 1'8;2 o®-cu®| 2191 | 2.223|0%. HY| 2.615 | 2.543
33 139
23{843 12;3 12;2 o*™-cu®®| 2.229 | 2.281|0%*...H*"| 2.985 | 2.879
33 ~41
23{845 ig;g 1233 o®-cu®| 2.396 | 2.481

Table Heterochiral domain 2 The important bond lengths for the “Heterochdamain 2”

(for the numbering of the atoms see Figure “Heteirat domain 2”).

Bond length in
the molecules (A)

Bond length of the
Cu-surface atoms with
N and O atoms (A)

O...H distances (R)

LDA | GGA LDA | GGA LDA | GGA
giégii’ 1:238 1;%2 NY-cu®*| 2.196 | 2.208| O*..H>*| 2.633 | 2.682
S AR e e e B
giﬁi ﬁgg ﬂ;i 0*-cu®’| 2.269 | 2.285|0*"...H%*| 1.390 | 1.329
giémi; 1:223 1:22471 o*.cu®| 2.468 | 2.512|0*..H*| 3.290 | 3.218
ngz ﬂfg 1;8% o*-cu®’| 2.440 | 2507|0*..H>'| 2.653 | 2.685
mi;gil i:ggg i:ggg o*-cu®| 2.476 | 2.563
giﬁ;gii i:gég 1:222 o"-cu®®| 1.962 | 2.030
gii;gii i:ggg 1222 o*cu*®| 2.015 | 2.078
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Table Homochiral domain_1 The important bond lengths for the “Homochira

domain 1” (for the numbering of the atoms see Fegi#tomochiral domain 1”).

Bond length in
the molecules (A)

Bond length of the
Cu-surface atoms with
N and O atoms (A)

O...H distances (A)

LDA | GGA LDA | GGA LDA | GGA
31 ~33

235:237 1'221 1'2(1)2 N¥-cu?* | 2.061 | 2.127|O0*...H*®| 1.737 | 1.601
31 451

ggsﬂsg ﬁgé ﬁéz N*-cu®® | 2.034 | 2.111|0%*. . H®®| 2.021 | 2.089
31 453

235::61 ﬁgg ﬁg? 0%*-cu®*’| 2.465 | 2.534|0*"...H*®| 2223 | 2.301
31 n(47

235:m49 1'323 1'323 o*.cu?’| 2.359 | 2.413| 0% H%®| 2222 | 2.284
47 455

m@::eg 1'822 1'228 o*-cu®®| 2565 | 2.792| 0*...H®| 2.271 | 2.338
47 1,57

m‘“’-gﬁs 1'832 1'8;‘11 0™-Cu®®| 2.0564| 2.003| 0*...H®®| 2.021 | 2.089
33 39

237_843 1212 122; O®-cu® | 2.0291| 2.056

c®#3.0* | 1.331 | 1.342

c¥0" | 1.334 | 1.336

Table Homochiral domain 2 The important bond lengths for the “Homochirahdon 2”

(for the numbering of the atoms see Figure “Hom@ttdomain 2”).

Bond length in
the molecules(A)

Bond length of the
Cu-surface atoms with
N and O atoms(A)

O...H distances(A)

LDA | GGA LDA | GGA LDA | GGA
giégii’ ijgg 12;3 N*-cu?*| 2.070 | 2.136| O"...H**| 2.000 | 1.991
giﬁ:iﬁ ﬁj; ﬁg% Eigziz 2.400 | 2.376|0%...H%®| 1553 | 1.643
giﬁi ﬂ;; ﬂ;g 0*-cu®’| 2.589 | 2.660|0*"...H®| 2.002 | 1.989
giémz 1;222 1:22525 o*.cu®| 2434 | 2.508|0%.H®| 1.710 | 1.758
mi;gii igg; 1:8;31 o*-cu®’| 2.064 | 2.103
mi;gil 1:8;2 1;8;2’ o*-cu®| 2505 | 2.598
gii;gii 1;28513 1222 o*-cu®| 2.006 | 2.072
gii;gii 1232 12‘:’2 o®cu'®| 2.242 | 2.293
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Energetics and Bond Strength

For the final relaxed configurations the bond tasgbetween the atoms of the
molecule are very little changed from the C-C, CENQO, N-H and C-H bonds in the free
radical, that means that the molecules bind thiasairas an entity and no elongation or strong
intramolecular deformation occurs. The Cu atomsaloshow a specific reconstruction of the
copper surface under the molecular layer, they merose to the positions of the clean

Cu(110) surface.

The most stable configuration is found to be tHetérochiral domain 1”. The Table
Glycinate on Cu (110) sytem contains the energigmdihces of the calculated structures. The
most stable one is taken as reference (zero leVéle positive energies indicate the
decreasing of stability of the given configuratiorhe Figures “Heterochiral domain 1”,
“Heterochiral domain 2”7, “Homochiral domain 1", “lwochiral domain 2" show the top
views of the final relaxed configurations.

Table Glycinate on Cu (110) system(The energies are expressed in eV)

_ Heterochiral | Homochiral | Homochiral | Heterochiral
Domain| (0 rotated) | (O rotated) | (180 rotated)| (180 rotated)
LDA 0.000 0.823 2.129 3.128
GGA 0.000 0.770 1.235 2.482

The stability can be explained in terms of thenaigal interaction of the molecules
with the atoms of the copper surface (When quatimgpbers we refer to the GGA-results). In
the most stable configuration, “Heterochiral dom&insix strong bonds are formed: two N-
Cu bonds of 2.10 A and four O-Cu bonds of 2.21w@.28 A. Also, between the molecules
two hydrogen bonds are formed (see Figure “Hetaralctiomain 1” and Table “Heterochiral
domain 17).

In the “Homochiral domain 1” four strong bonds &oemed: two N-Cu bonds and
another two Cu-O bonds of one molecule. The otlver@u-O bonds of the second molecule
are longer by 0.3 to 0.4 A, and are thus much wedkethis configuration three strong
hydrogen bonds are formed, one more than in theqare configuration. It is known that a
hydrogen bond reduces the energy by some tenthbud\this is not enough to compensate
the weaker Cu-O bonds (see Figure “Homochiral doriéiand Table “Homochiral domain
1"). Thus the “Heterochiral domain 1” has the loweergy due to the strong Cu-O and Cu-N
bonds.

In the “Homochiral domain 27, where the molecusee 180° rotated relative to each
other in the unit cell, only three strong bonds farened: one Cu-N of one molecule and two
Cu-O bonds of the other molecule. The other Cu-N @u-O are weaker since they are
elongated by 0.37 to 0.45 A compared to the otmesoThe molecules interact strongly
along the[ﬂo] direction and not at all in tI‘[éOO] direction (see “Figure Homochiral domain

2" and “Homochiral domain 2”). This can be nicelges in Figure “Glycinate-Cu(110)
system” (left panel) which shows a top view of thiesorbed molecules together with a
surface of constant electron charge.
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M For the last configuration, “Heterochiral domain, Zhe arrangement of the
molecules in the unit cell weakens the interactbthe molecules with the surface
even more. Only two strong Cu-O bonds are formée. gresence of both enantiomers in the
unit cell and the rotation relative to each othleicps one nitrogen atom on top of a copper
atom. This interacts with an oxygen atom of theeptiolecule, as well. So, the Cu-N bond
length is longer by 0.07 A than in the “Homochidaimain 2”. The other Cu-N and Cu-O
bond lengths are quite large; also from the anslgéihe H...O distances one sees that only
two strong H...O interactions exist (see Figure “Hethiral domain 2" and Table

“Heterochiral domain 2” and also Figure “Glycinale{110) system”: right panel).

Our conclusion is that the chemical bonds of thegen and oxygen atoms of the
molecules with the copper-surface atoms make tfiereince in the stability of the different
structures. The arrangement where stronger bortistaé surface atoms are formed is more
stable. For the “Heterochiral domain 1” the molesuddsorbed at the surface are arranging
themselves in a more homogeneous structure compatiedhe other structures (see Figure
“Glycinate-Cu(110) system” where a top view of thiesorbed molecules together with a
surface of constant electron charge for relaxedigoration is presented). Although for some
structures more or stronger hydrogen bonds areertney do not have a big influence on
the relative stability of the configurations.

Our results for the most stable configuration (lsthiral domain 1) are in good
agreement with the LEED patterns [BWS98] that sliosvpresence of glide plane symmetry
in the surface unit cell. One should mention th& glide plane symmetry couldn’t formally
occur in the Homochiral domains. Also, the N-Cu @10 (2.03) A for GGA (LDA) are in
good agreement with the 2.04 determined experirigtia XPD [HKW98].

The two nitrogen atoms in the “Heterochiral domainare practically equivalently
displaced along théﬂo] direction (N” 0.03 As and K 0.04 A) and only two distinct

oxygen positions are present in the system, as ®eltrary, for the “Homochiral domain 1”
the two nitrogen atoms occupy non-equivalent parssti Also, there are four different copper-
oxygen bonds, which is inconsistent with XPD ddti\[V03].

Another important observation is that for the “étechiral domain 1” the hydrogen
atoms bonded to the carbon atom are nonequivatehtletinct relative to the surface: one
hydrogen bond is almost parallel, and the other isnperpendicular to the surface. This
makes the carbon atomchiral center in the molecule. For the “Homochiral domafn
where the molecules are binding differently to togper surface, just one molecule in the
unit cell has a chiral carbon, for the other moledhe C-H bonds angles relative to the
surface are 57° and 28°, and are thus less distinct
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Figure Glycinate-Cu(110) systemTop views of the absorbed molecules togeth
with a surface of constant electron charge forxedaconfiguration.

(Molecules are with 0° rotated relative to each other)
Heterochiral domain 1 Homochiral domain 1

Heterochiral domain 2 Homochiral domain 2
(Molecules are with 180° rotated relative to each other)
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M Atomic and Electronic Structure “

In the following will present some details of th®mic structure and some general
characteristics of PLDOS-spectra for the molecuddsims of the relaxed configurations. At
first, we will discuss the characteristics of theoai stable configuration, “Heterochiral
domain 17, and then some specifics of the othesone

Heterochiral domain 1: both enantiomers are present in the unit cell

The molecules, oriented with their main axis N-GGng to the[lod direction, are

forming alternatively bridges between Cu atoms & surface. The &H* and G°>-H>®
bonds are almost parallel to the normal at theaserf The &-H** and G>H® bonds are
almost parallel to the surface. The bonds formedhigyN and O atoms with the Cu(110)-
surface are: C+0%, cu®-0* cu®-o*:-cu>-o*-cu’®, Cuw’-N*, Cu>N* (see Figure
“Heterochiral domain 1” and Table “Heterochiral damim1”).

The O° and d° are displaced from on top position of the Cu ataesg to [001]

direction. The & and d° are binding alternatively both &land C@°. They are situated in a
bridge position between these copper atoms aIm{in@]) direction. The positions off®and

O™ atoms can be practically considered equivalerg. ather atoms ®, O** are in equivalent
positions, as well. The N atoms are situated invadgnt positions relative to the on top Cu
atoms. They are displaced from the ideal top ations of the Cu(110) surface in opposite
directions (with 0.03 and 0.05 A) aIm{]ﬂO]. The Cu atoms that are binding these nitrogen

atoms are slightly following the nitrogen displaeeTn(0.01 and 0.02 A).

The electronic structure of the molecules’ atomanalyzed with the help of Partial
Local Density of States (PLDOS). Compared withgpectra of isolated radical, we generally
observe a shift of all peaks to lower energy (Fegly 2 PLDOS “Heterochiral domain 1”).
The low-lying s-type peaks (<< -13.0 eV) are shifedmost rigidly due to the change of
average potential when the molecules bind the Ciasel In addition, the states close to the
Fermi energy down to -5.0 eV are individually shiftdue to the hybridization when the
respective orbitals are participating in bondingCw atoms. This is characteristic for the N
atom of the amino grougnd O atoms of the carboxylate groUiye expect that all p-electrons
residing on the N and O atoms corresponding toetlséstes participate in binding to the Cu
surface.

The analysis of the distances between the diffédrgdtogen and oxygen atoms of the
adsorbed molecules suggest that hydrogen bonddoereed. All hydrogen atoms have
different PLDOS-spectra. We conclude that oxygedrbgen interaction cannot be excluded.
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Figure-1 PLDOS Heterochiral domain I GGA-PLDOS of the first molecule’s

atoms: N7, G, ¢, 0%, 0™, H*!, H*®, H®, H*'. (The deeper s-type state at -23.53

eV is not shown)
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GLYCINATE-Cu(110) SYSTEM

Figure-2 PLDOS Heterochiral domain I GGA-PLDOS of the second molecule’

atoms: N°, C®, ¥, 0%, 0*°, H*°, H*%, H%®, H®. (The deeper s-type state at -23.53

eV is not shown).
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GLYCINATE-Cu(110) SYSTEM

Heterochiral domain 2. both enantiomers are present in the unit cell but rcated
with 180° realtiv to each other.

The starting configuration has been chosen wighmitrogen and oxygen atoms on top
of copper atoms. Due to the interaction betweenemudés, the final configuration has one
molecule with the nitrogen atom in a bridge positi@tween neighboring copper atoms along
to [110] direction and the oxygen atoms in top of coppema. The other molecule has the
nitrogen on a top position and the oxygen atomsridge ones. The analysis of both
geometrical and electronic configurations shows daeh of the molecules is binds different
the copper surface (see Figure “Heterochiral dorgaend Table “Heterochiral domain 27).

Compared to previous configuration, “Heterochirahm@in 1”, no interaction between
the molecules along to tk{éocﬂ direction is observed (see Figure “Heterochd@hain 2”

and Figure “Glycinate-Cu(110) system” left panel).

Figure-1 PLDOS Heterochiral domain 2 The different characteristics of N and carboxylic
C atoms for the Heterochiral domain 2 compared Witland C atoms of the most stable
configuration “Heterochiral domain 1”. (i) For tid atoms of the “Heterochiral domain 1”
these high p-type peaks are below -5.0 eV, buthieiN atoms of the “Heterochiral domain 2”
these peaks are above -5.0 eV; (ii) The carboxadibon (C%) of the “Heterochiral domain
1” has a nearly degenerate peak around -11.0 el. i$tctlearly split in two peaks for the

carboxylic carbon atoms € C*"). Moreover, relative intensity of these two isfelient and
depends if the oxygen atoms are occupying on-taitipns (for G') or bridge position (for

|N47 and &2 of the “Heterochiral domain 1”
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The O and d° are forming a single bond with the €w&and C&® atoms.
Relative to the copper surface their position carcbnsidered equivalent. Each of
the 0 and d* are forming two bonds with copper nearest neighb®hese oxygen atoms
are situated in bridge positions along to {IJEO] direction and practically their position is

equivalent relative to the copper surface (seerEigdeterochiral domain 2”). We conclude
that the carboxylate groups bind different the Qufase compared with the “Heterochiral
domain 1”. The PLDOS of all oxygen atoms shows Isincharacteristics, but differences can
be seen in the PLDOS-spectra of the carboxylicarsl{see Figure-1 PLDOS “Heterochiral
domain 27).

There are two different N-Cu bond lengths (witf’ Nlightly displaced from on-top
position and K in bridge position). The PLDOS-spectra of the tnirogen atoms has
different p-type characteristics in the binding rgyerange -10.0 up to -2.0 eV. For the
“Heterochiral domain 1" R has the p-type peak at slightly below -5.0 eV.sTheak is
slightly above -5.0 eV for the “Heterochiral domah (see Figure-1 PLDOS “Heterochiral
domain 27).

Q ﬁ GLYCINATE-Cu(110) SYSTEM &y

Homochiral domain 1: two enantiomers of the same type in the unit cell.

The carboxylate group of one molecule binds théasa via the & and d° atoms.
The bond lengths have similar length although ® with 0.73 A and & with 1.44 A
displaced from on-top positions along[l@o] direction. For the other carboxylate groufy: O
is situated in a hollow site between four coppenet of the first layer and on top of a copper
atom from the second layer. It forms weaker bonih @il of them. The & is displaced
along to [110] direction with 0.70 As from on top of a coppesratfrom the first layer. The
bond length is much larger compared with the onesmdéd by the other oxygen atoms of the
other molecule. There are four different positiohthe oxygen atoms. Each of the molecules
binds different the copper surface. The correspand?LDOS shows slightly different
characteristics.

The N s sitting on top of a copper atom and tH€ i displaced along to tHg10]
direction with 0.4A. The bond lengths are almost equal and their spording PLDOS-
spectra show similar characteristics.

Homochiral domain 2: two enantiomers of the same type in the unit cell butatated with
180¢ relative to each other.

The starting configuration has been chosen with dkggen and nitrogen atoms
situated on top of the copper atoms. Due to theraction between molecules, including
hydrogen bonds, the final relaxed configuration tnas of the oxygen and one nitrogen atoms
in the bridge positions along t{iio] direction. There are no interactions between the
molecules along t{OO]] direction (see Figure “Glycinate-Cu(110) sysdem

Relative to the copper surface can be considé&itwo by two the oxygen positions
are equivalent. The PLDOS-spectra of the O andashstshows similar characteristics. The
carboxylic carbon atoms show different charactegsin PLDOS-spectra (see Figure-1
“Homochiral domain 2”). The trend is the same afoirthe “Heterochiral domain 2”.
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Heterochiral domain 1
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We conclude that the most stable configuratiomés“Heterochiral domain 1”, where
both enantiomers are present in the unit cell v@throtated relative to each other. The
molecules are lying flat and bind to the surface both functional groups (carboxylate -
COO- and amino pN-). In this configuration short and strong Cu-Nda@u-O bonds are
formed. For one molecule the N and one O atom lagtly displaced from on-top Cu-sites.
The other O atom is forming a bridge between twesGiiace atoms along l[d)OO] direction.
The N atoms of the molecules have equivalent mrsitiand the four O atoms occupy two
distinct positions relative to the Cu surface. Tigdrogen atoms that bind the carbon atom are
nonequivalent and distinct relative to the surfaree bond direction is almost parallel and the
other is almost perpendicular to the surface. $hsws that the carbon atom istaral center
in the molecule. There are interactions between atlsorbed glycinate molecules via
hydrogen bonds. We assume that two stronger hydrogeds are formed.
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Summary and Outlook

In the following, we summarize the main contributions of the pregerk for
the understanding of the interaction between organic moleculesthveétiCu(110)
surface by performingb initio calculations. We have used the program package
EStCoMPP (Electronic Structure Code for Material Propertiand
Processes) that is based on density functional theory, pseudopaedtgipercell
approaches.

In order to describe accurately the molecule-metal sunféemction we have
implemented the generalized gradient approximation (GGA) ([PW9BE9B-98])
for the exchange-correlation functional in tB&tCoMPP-package. This includes
two atomic generation programs (one used to generate norm-conséypieg
pseudopotentials of the Kleinman-Bylander fqiB) [BHS82, KB82], and the other
used to generate non-norm-conserving type pseudopotentials using thdoprojec
augmented plane wave meth@hWw) [BlI694, Kro01]) and the main program used in
the solid-state calculations. In the main program the gradierdeted exchange-
correlation functional can be evaluated using two schemes: aidnatlischeme
[PBE92, PBE96-97] and a new scheme proposed by White and [BiB94]. In
addition, a new scheme to calculate the partial core-carmectiargd (PCC) in real
space has been implemented.

A series of pseudopotentials have been generated: Si, Cd, S,qu, @, C,
Pt, Ga (PAW-type) and Sr (KB-type). Several calculationsudicg various bulk
crystals (Si-cubic, Cd-hex, CdO-cubic, CdS-cubic, CdS-hex, SrO, 0lb@;cSrTiQ-
sc, SiQ-hex, TiN-cubic, Pt-cubic, PtGaubic, Cu-cubic) and molecules (SiHNO,
CO, CN, Q, NHs, CH,, formate, 3-thiophene carboxylate and glycinate) have been
performed in order to verify the accuracy of our generated pseudtiptseand the
approximations to the exchange-correlation functional. All tests shatwour results
are in good agreement with experimental and theoretical data in the lgeratur

! The traditional scheme uses the second orderatis whose calculation requires the use of a-high
quality representation of the density on the FFig-gr

2 |n this formulation the total exchange-correlatjpotential and energy are exactly calculated on the
minimum FFT-grid by using a product of first ordgadients instead of second order derivatives.

® This approach takes into account the tail of theelectrons in the calculation of the exchange-
correlation potential and energy. The real spagdementation avoids the oscillations, and negative
values of the real space charge, when the FFTrierpged on a finite plane-wave basis set.
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Cadmium Complexes in Si and Ge

Using the local density approximation (LDA) we have performeddutations
in order to search for the correct local geometry of the Cd-vgcarat Cd-interstitial
complexes in Si and Ge. We found that for both Si and Ge the substitufidna
vacancy complex is unstable and relaxes to a split vacancgl@omwith the Cd on
the bond center site. Also, for the Cd-interstitial complex we édaia highly
symmetrical split configuration. For these geometries a cobdiloor group [HHO3]
has calculated the electric field gradients (EFG’s) of tlceseplexes and found that
they are in good agreement with experiments.

The main part of this thesis is the investigation of the bondinghef t
carboxylate group of several molecules to the Cu(110) surfaceat®ri@-thiophene
carboxylate (planar molecules) and glycinate (3-dimensional structure)

This is prerequisite for the study of possible applications afrocgmolecules
in catalysis, sensors, adhesion, corrosion inhibition, molecular re@mgnit
optoelectronics lithography and molecular (bio)electronic devices.

Formate molecule

Several geometries corresponding to low and high coverages of formate
molecules in a (2x2) unit cell on clean and oxygen-precovered Cuesuréae been
optimized. For all configurations we found that the molecule isngitwvith its
molecular plane perpendicular to the Cu(110)-surface. For low cov@nagdormate
molecule in the unit cell) we found that in the stable configuraliermolecule is in a
bridge position (each oxygen of the carboxylate group binds a siogfger atom so
that the carboxylate group forms a bridge between two neargstboeicopper atoms
along to [110] direction). The Cu surface atoms that are not binding direatly t

oxygen atoms show inward relaxations as on the clean Cu(110) sunfacmtrast,
nearly no relaxation relative to the ideal unrelaxed Cu(110) suidafoeind for the
Cu atoms that are forming the bonds with O atoms.

At high coverage (two formate molecules in the unit cell) tiwst stable
configuration is the one with both molecules in bridge positions. The Gacsur
atoms show outward relaxations larger than in the low coverage The geometries
of both formate molecules are quite similar to that of the molecule at low gevera

In the case of oxygen-precovered Cu-surface, at high coverafygnudite
molecules, we find again that the stable configuration is thewdtheboth molecules
in bridge positions. A large outward relaxation of the Cu surfaa ligyfound. The
molecular geometry of the formate molecules does not change cagtiyi and it is
similar as in the previously discussed systems. The extra matgen (the 0.25ML
oxygen monolayer) is only slightly displaced from its fourfold dwllsite starting
position. This oxygen atom binds more strongly to the second layetoButhan to
the first layer atoms.

The Cu-O bond length is practically the same in all configama and does
not depend on the coverage ratio. The oxygen adsorption does not influence the
binding of the oxygen atoms of the carboxylate group with the first lafythe Cu-
surface. The main changes due to oxygen coverage are in thenfedhyer
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relaxations. With increasing coverage the first Cu-surfacer leglaxes towards the
positions corresponding to the unrelaxed (110) surface, and for the oxygewepeec
surface the inward relaxation for the clean Cu(110) surface rscomepensated and
turned into a large outward relaxation.

3-thiophene carboxylate molecule

Four different geometries corresponding to a (2x1) unit cell (¢oglerage) of
3-thiophene carboxylate molecules on Cu(110) surface have been eptirmzthe
final stable configuration the molecule sits perpendicular to tineace in bridge
position above the first Cu-surface layer with the carboxylaedaporiented along to
the [110] direction. The most important change due to adsorption is in theetrgom

of the molecule. In the gas phase the single molecule has a gkoraetry with an
extendedrt-system over the thiophene ring and carboxylate group. The adsorption of
the molecule breaks this planarity. There are strong latetedactions that appear
between neighboring thiophene rings. As a consequence, in the adsaleedles

the thiophene rings are rotated by 24° relative to the carboxylate group.

The relaxations of the Cu-surface layer are almost the santkose of the
clean Cu(110) surface. Compared with the case of formate adsorption(bhO¥L
surface (high and low coverage) the Cu-O bonds and the O-C-O amglstightly
shorter (0.07 A and 3° respectively). Also, the first interlayemd differs. While
in the case of the formate-Cu(110) system the Cu-surface tajgetes outward
relative to the clean Cu(110) surface, for the 3-thiophene-cartiex@la110) system
the Cu-surface layer is practically unchanged. There are Eteahl displacements of
the Cu-atoms towards the oxygen atoms. Although the planarityeofmolecule is
broken, and the-system is affected accordingly (decomposed to carboxglaiep
and thiophene ring), we belive that a small interaction of #fsystem of the
thiophene ring via carboxylate group with the Cu-surface exist.

Glycinate molecule

In the case of the glycinate molecules adsorbed on the Cu(lifes@iwo
molecules in a (3x2) unit cell) several geometries have beenipptimlhe most
stable one was found to be the Heterochiral domain 1, where both erastiara
present in the unit cell with zero degree rotated relativedb ether. The molecules
are lying flat and bind to the surface via both functional group®dggtate -OCO-
and amino KN-). In this configuration short and strong Cu-N and Cu-O bonds are
formed. The hydrogen atoms that are binding the carbon atom are nonlerguaval
distinct relative to the surface: one bond direction is almostliphand the other is
perpendicular to the surface. This makes the carbon atom a chiriar dn the
molecule. The N and one O atom of each molecule are slightlyadespfrom on-top
Cu-sites. The other O atom is forming a bridge between twauGaeg atoms along
to [10@ direction. The carboxylate group is no longemppndicular to the surface as

in the case of formate or 3-thiphene carboxylatéemdes. For the glycinate-Cu(110)
system, the Cu-O bonds are 0.22-0.29 A larger ihahe case of the formate- or 3-
thiophene carboxylate-Cu(110) systems. There degactions between the adsorbed
glycinate molecules via more hydrogen bonds. FroemH-O distances we deduce
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that two stronger hydrogen bonds are formed. Theendehiral domain 1 shows a
glide plane symmetry that is also observed in ¥peaments.

Outlook

Our results for the optimized geometries openpgbssibility to thoroughly
investigate the electronic structure of adsorbedeoutes, in particular of the
interaction of the conjugatedsystem with the metal surfaces.

(a-1) We plan to study further other adsorptiontia¢ carboxylic acids
containing conjugated aromattesystems. Several studies should be performedeon th
adsorption of the carboxylic acids with similar ustiures as the 3-thiophene
carboxylic acid where one replaces the heteroa®yof the thiophene ring with Se
and/or Te atoms (yielding selenophene and telllwophrings). A very interesting
question is the influence of the heteroatom (S, T®,on thern-system and on the
bonding of the molecule to the surface (rotatiogl@enbond lengths and electronic
structure). One can also replace the carbon otd#hnleoxylic group with a boron or
nitrogen atom (see Table “Proposed Molecules”). ififlaence of the B or N atorfs
on the bonding properties and most importantly lom interaction of ther-system
with metal-surface should be investigated.

Table Proposed Molecules
OH

X \ where X:
S  3-thiophene-carboxylic acid
~ Se 3-selenophene-carboxylic acid
o) Te 3-tellurophene-carboxylic acid

OH . . .
X \ / S  3-thiophene- boronic acid
B Se 3-selenophene- boronic acid
~_ \ Te 3-tellurophene- boronic acid
OH

@)
X S  3-nitrothiophene
\ N// Se 3-nitroselenophene
~_ \O Te 3-nitrotellurophene

(a-2) We will investigate the rotation of the fimeembered ring of the-
system and its influence on the distributionneélectrons over the molecules. The
rotation angle and the the interaction of thelectrons with the metal surface (see
molecules on Table “Proposed Molecules”) can pdsshie changed when the
molecules are adsorbed on (110)-surfaces of othl@emmetals, e.g. Pt, Pd, Au or Ag
which have larger lattice constants than Cu, and the ring rotation is expected to
be smaller.

* No n-bond with the oxygen atom is formed because thadBn has fewer in valence electrons than
the C atom. The N atom formsbond with the oxygen atom, and it has more valeheetrons than the
C atom as well.
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(b) the glycinate can be regarded as an anchgyiogp for a series of more
complicated molecules which bind to the surfacebath functional groups, amino (-
NH,) and carboxylate (-OCO-). In principle, the hydzngatom of the glycinate
molecule, that is almost perpendicular on the (l@)ace, can be replaced by a
functional group able to interact specifically witther incoming species. Another
possibility is the replacement of the hydrogen by-system rings to get closer to
molecules considered for molecular electronics.
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APPENDIX A.1.

Appendix A.1.

Functional (variational) derivative®

Functional derivatives play the same role for functionals asdheept of the partial
derivatives play for function aof variables. We consider the functional:

b

J(y):J'F(x, y,y')dx (A.1.-1)

where y(a)= A and y(b)=B.

The approach here is first to reformulate the fiomal by discretization as a function
of n-variables and then pass to the limit- . Now we will divide the interva[a, b] into
n+1 equal subintervals by introducing the points:

Xo =@ Xy, Xoyeey Xy Xy =0, Xy — X = AX (A.1.-2)

n? tn+l i
In this way the smooth functiory(x) is replaced by polygonal lineéx,,y,).
(X,s Yo heera (X2 Vo )i (Xpa1» Vs )» Where y(x,)=y,. So (A.1.-1) can be approximated by the
sum:

J(y1'y2'Y3 ----- yn)=zF(xi,yi,%ij (A.1.-3)
i1

which is a function of n variables.

03 (Ya, Y2, Yarrerr V)
Y,
equation (A.1.-3) the variablg, appears just in two terms, i.e. fork andi=k-1, we

In the next step we will calculate the partialidatives . Since in

have:

dJ 0 Y ™ Yk Ye 7 Yia
= Fl X,y ,——TX+F| X,_,, Y\, ——2 | [[AX A.l.-4
3y, ayk( ( ko Yk Ax k-11 Yk Ax ( )

! For more details about functional and functioredivhtives see “Calculus of variations”, I.M. Geléhand
S.V. Fomin (Moscow State University) 1963, Prentitadl Inc.
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The derivative of the ternF (xk,yk,%J will give two terms becausé
X

depends ofy, and y', = f(y, ):

0J 4 Yier ~ Yk 0 Ve = Vi
= F| X Y| ——— + Flx,, Y ™ Vi
0 Yi {a Yy [ < Y ( AX constant 0 Y, k (yk )constant A X

y oy (A.1.-5)
F (Xk—l' yk_]_)k—xk_l)} A X

The second and third term on the right-hand safe lwe written as derivatives with
respect toy', , because only thg', -term in F is differentiated with respect tg, :

03 _ 0 ay,
= Fix.,v., Y. J[AX+ Fix, v,V [A X
oy "oy, Yo YR+ F (v VK)M
-1
(A1.-6)

0 e 19 Yia

+ FIX Vo,V _ [A X
Y. . ( k1 Y10 Yk 1) Y.,
H—/

+1

1 03 _0F(XoYoyi) 1 E{aF(Xk,yk.y'k)_aF(Xk_l,yk_l,y'k_l)

= - : : } (A.1.-7)
AX 0y, 0y, Ax oY Yy

For the case when - o andA x =0, the relation (A.1.-7) converges to the limit:

o0J :6F(x,y,y')_ d (aF(x,y,y) (A1.-8)
oy ay d x ay' o

. - d
In the case of the exchange correlation potentiat,f and ar =[ so that one can
r

write*:

JE, _of o f
=X =~ e ] x A.1.-9
<L) on(F) on(F) a0On(r) ( )

~ yk+1 - yk

2 One should keep in mind that— © andAx - 0 so we can writeY' Ax

30= ii—+i]+ilz
ox dy~ 0z

* Another way to arrive to this equation is usingThylor theorem. For details see Appendix A, pad.2b
“Density-Functional Theory of Atoms and MoleculeR'G. Parr and W. Yang, Oxford Univ. Press 1989
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Appendix A.2.

Exchange-correlation terms in DFT

The gradient corrected exchange-correlation energy can be written as:
Eo[n(F)l=[ f1e(n(F).|On(r))) dF (A.2.-1)

and the exchange-correlation potential is defined as a functonalriational derivative of
E,. With respect to the density(F):

(F) 5Exc[n ] afxc(()’|Dn(r)|)_Dafxc(n(r)’|Dn(F)|)

on(r) on(r) a0n(r)

(A.2.-2)

(see Appendix A.1 how one can show the validity of relation A.2.-2).

Normally, the exchange dependent part and correlation dependeat fheertpotential
and energy are additive:

{EXC:EX +EC (A2'3)

VXC = VX +VC

This allows us to write the contributions in the exchange-coioelahergy density as
a sum of two contributions:

foe (n(F).|ON(F)))= £, (0(F),| On(F)|)+ e (n(F).| DN (F))) (A.2.-4)

as a sum of the , -exchange function and. -correlation function.

In the case of a spin polarized system the cooredipg relations are:
Ecln .0 O]z B0 )0t )]+ Ecfn 0.0 )
EJn' )0’ (F)]:%{EX lon (7)) + E [0 ()]}
Ex[n(M)]= [n(®) el (n())F . (s)dr
Ec[n' (10 (0)]= [0 (7 +n* (1) e e

(A.2.-5)
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vi.|n'(F),n' (F),f]: 0 fxc(nT (F),‘ Dl;;}g’()r;‘i (F)" On' (F)U

afxc(nT(F),‘DnT(r”)‘nl(r),‘mni(r)‘) (A-2.-6)

-0
a0n(r)

where o =1 (up), o= (down) andn(F)=n'(F)+n‘(F). We wrote these formulae here
because the functionals that we are going to wséamulated with spin polarization [PW92,
PBE96-98].

The traditional generalized gradient approximatyegids potential functions, which
are rapidly varying near the ion core, and in otdesipproximate these using the plane wave
basis set, one needs a very large number of plavesmhigh energy cut-off). In the LDA,
the charge density has Fourier components onlyefaprocal lattice vector& < 2G, .. For
an accurate calculation of energy and potentialcthreesponding real space grid associated
with the FFT grid in reciprocal space must go bey@6, .. The energy depends ¢an(F )|

only, but the potential requires also terms prapoet to 0°n(7) and On(F)m|On(r)|. The

last terms cause the problem in the Fourier caefits. In practice one has to take a FFT grid
with G <4G,,, to obtaindn(F)I0 | On(F)| with satisfactory accuracy.

White and Bird [WB94] have suggested a more affitischeme in which one can
rewrite the gradient terms of exchange-correlaterergy using functions that can be
calculated precisely on the minimal FFT grid. Iragiice, the exchange-correlation energy
and the exchange-correlation potential are dis@eets ovelN real-space grid points of the
minimum FFT grid @G

max )

E e (R)=2 S0 f e (n(R),|on(R) )
ch(ﬁ)_ N dEXC‘_afxc(( )\Dn( )\) Z ((Fi)\m ( )‘) (ﬁ) (A.2.-7)

Qg dn(R) dn( ) = n(R) riﬁ)

D

Since we are working with the charge in the rexgpl space one can calculate the
derivatives as:

n(F):Zn(H)e ' and n(a) %Z n(R)e'°® (A.2.-8)
Dn(r):—Zié n(a)e"em— %Z i G n(R)e¢t+)

whereN is the number of the reciprocal-lattice vect@rof the minimum FFT grid 2G,.,)-

The reformulation of the exchange correlation poéis:

. (ﬁ):a frc (n(ﬁ),\mn(ﬁ)\)_i < On[R) 9 fxc (n(ﬁ)"mn(ﬁ)‘)xeiéiﬁ-ﬁ')

an(R) N & Dn(ﬁ-)‘ O‘Dn(ﬁ')‘ (A.2.-9)

in which one can see that the exchange correlgtential can be calculated exactly using
the FFT minimum grid and no higher-quality repreéagan of the charge density is required.
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Appendix A.3.

Explicit formula of the terms used in
calculation of exchange-correlation
enerqgy and potential

The terms of relation (A.2.-2), the derivative of the exchamggeelation function with
respect to the(F) and the derivatives with respect to the(F) can be written as sum over

derivatives of exchange function and correlation function:

0 tyeln' (F).n' (F).On"(F).On' (7)) _ 0, , 0

on(r) on(r) an(r)

0t ().’ (F).On'(F).On' (7)) _ af, , afe
a0n(r) o0n(F) a0n(r)

(A.3.-1)

The exchange function is defined as:
f, (0" (7). (7). 0n" (F),0n' (7)) = (0" (F)+n' (7)) zem(n(r)) F () (A3.-2)

where n(f) =n' (F)+n‘(F) is the total charge (spin-up and spin-down) asfid) is the
normalized density gradient (see equation 1.3-10, Chapter 1.3).
The derivatives of the exchange function are:

afx =Iln' (¥ N a‘g;om(n(r)) hom (- (7 _E@FX(S)
b=l e O @2 o), (9- 4220 e
o1, _e(nlr) 9F, () =
o0n°(F) 2k, ds
Finally, the expression for the exchange potential for spin-up or spin down is:
oy iy ele Ofx o 0f ey, e 0" (n(F))
vx(n (F).n (r)'r)_an”(F) DODn”(F)_(n (F)+n (r))[ﬂix(s) an(r)
N (A.3.-4)
+£hom(n(r))E{F (S)_ﬁa':x(s)}_m(fx (n(r))D‘?Fx(S)j
X X 3 ds 2k ds
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The correlation function is defined as:

feln' () (7). 00 (7).0n* (F))= (0" (F)+ ' (7)) el )+ H (68} (A3-5)

Correspondingly, the derivatives of the correlationction are:

e = gon(r, &)+ H (rs,f,t)+(—lrsjtﬁaggom( S (rS"(’t)}(sign(a)—f)D

3 or org
0" (r,, &), oH(r, &)Y N oH (&) (sign(o)-&)(, - 0,7
25 0) ol b)) ol 018 - g -1 )+
ofc _0On(r) - 1 OH(r,,& 1)
o0n? |On(r)| 20k,  at

(A.3.-6)
The relation which is used to calculate the catreh is:
Vel ). (7).7)=
ez, €) e, €0+ 5 )2 ) UL i) )
(aggom(rs,f) L OH (rs,f,t)j . (_t)(a H (rs,f,t)H(sign(o—)—g) . (A.3.-7)
0¢ 0¢ ot 3P

((1—5)2—(1+£)§j+%}—m(2qiksaH( ]%E:&

whereKk :(4kF jz and the significance of the other terms is give@hapter 1.3.
Vg
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Appendix A.4.

Formulae

The Legendre Polynomia?lm(x) satisfies the differential equation:

{(1— xz)(;—sz —2x(;—xj £1(1+1) —1r_n)2(2]P,m(x) =0

The formula forP™(x) given by Rodrigues:

P.m(x)=@( S

2 ldx

with the condition of orthogonality:
+1
J (R (eJax = 22 )
-1

(21 +1)(1 = m)!

The complex spherical harmonigg" (6,¢) are defined as:

Y (9,¢)=(—1)mJﬂ——+(7f(%)T:am(cos(e)) e

with the complete orthogonality integral:

T ]TY.; (6.9)Y,,(6.9)sin(6) dodg =5, 5,

$=0 6=0
The real spherical harmoniag, (6,#) are defined as:

v =Y (0.0) 4,0 (60.0) =21 RelY,,). (m>0)

J2
Mm:Ym'(m:O)
Vi = (0 (0.0) =Y, (00) = V2m(r,.), (m<0)

with the complete orthogonality integral:

2

I d¢ _[ ylm (3’¢) yl m(3’¢) Sln(e) dé = 5II‘ 5mm‘
$=0 6=0
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Table of real spherical harmonics fok 2:

I m Yim Wi m
008 06°
1l 1+/3sin(8)sin(g) 1+/3codf)sin(g) _ 14/3sin(@)sin(g)
2 Jr 2 Jr 2 Jr
1| 0 1+/3cod9) _1+/3sin(9) _1+/3cod6)
2 i 2 Jr 2 Jr
1| 41| 1Y3codg)sin(g) 1/3cog6)cody) _ 1/3sin(6)cody)
2 Jir 2 Jir 2 Jir
, | o 1 J15sin?(6)sin(2¢) 1+15sin(g)codd)sin(2¢) | 1 J15(2co (6) - 1)sin(2¢)
4 Jr 2 NG 2 i
o | 4| 1 J15sin(6)cod)sin(g) | 1 \/_5(2cosz( 6)-1sin(g) | _ ) J15sin(8)cod8)sin(p)
2 Jr 2 Jr Jr
>l o 1 V5(3co¢(6)-1) _ 3+/5cod)sin(6) _345 V5(3co¢(6)-1)
4 Jr 2 Jr 2 Jr
o | 41l 1L V15sin(@)codf)codp) | 1 V15(2cog(6)-1)cods) | 5 J15sin(6)cod6)cod)
2 Jr 2 Jr Jr
o | 4| 1 V15sin?(6)coq2¢) 14/15sin(6)cod8)cod2¢) | 1+15(2cos(6) -1)coq2¢)
4 Jr 2 Jr 2 Jr
i 0" Yim 0 Yin
L ) “0p? ECT3
14 1 +/3sin(6)codg) _ 1+/3sin(g)sin(g) 1+/3cod8)codg)
2 Jr 2 Jr 2 Jr
1 0 0 0 0
1] _ 14/3sin(@)sin(g) _ 14/3sin(g)codg) _ 1+/3codd)sin(g)
2 Jr 2 Jr 2 Jr
5| o 1 V15sin?(8)coq2¢) _ 15sin?(8)sin(2¢) V15sin(6)cod8)cod29)
2 Jr Jr Jr
o | 4l 1 V15sin(@)codf)codp) | _1+15sin(8)codd)sin(g) | 1 V15(2c0¢(6) -1)cods)
2 J 2 J 2 i
2 0 0 0 0
o | 4| -1 J15sin(@)codB)sin(g) | _1+15sin(6)codf)codp) | _ 1+15(2cos(6)-1)sin(p)
2 J 2 T 2 Jr
o | 4| 1 J15sin?(8)sin(2¢) _ J15sin?(8)cod2¢) _ J15sin(6)cod8)sin(2¢)
2 Vi Jr Jr
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Table of real spherical harmonics for 3 (part 1):

Ul m Vi Wi 0" Yin
08 06°
al 3 14/70sin*(6)sin(3¢) 34/70sin?(6)cod8)sin(3¢) 3/70sin(@ 6)(3cos(6) -1)sin(3¢)
8 Jn 8 N 8 N
3| 1/105sin*(6)cod6)sin(2¢) | 1+105sin(6)3co(6)-sin(2¢) | 1+105c0d6)9cos (6)-7)sin(29)
4 Jn 4 Jr 4 \/7_T
al 1 1+/42(4sin(6) - 5sin*(6))sin(g) | 1+v42cod6)(-11+15c08 (6))sin(g) | _ 1+/42sin(6)(-11+45c0s ())sin(4)
8 N 8 N 8 7
3l o 1/7(5c08 (6) -3cod6)) _34/7sin(g)(5c0¢ (6)-1) _ 37 codB)lL5cog(6)-11)
4 J 4 Jm 4 Jr
N J42sin(6)(5co (6) - 1)codp) | 1+/42codB)(-11+15c08 (6))codp) | _ 1+/42sin(6)(-11+45c08 (6))cod#)
8 N 8 NG 8 N
3| 4o 1+/105sin*(6)cod6)cod2) | 1+105sin(6)3cos’ (6)-1)cod2g) | 1+105c0g6)9cos (6)-7)cog2¢)
4 N 4 i 4 Jm
3| +3 1/70sin’(6)coq39) 3/70sin? (8)cod ) cod3p) §ﬁsin(0)(3cosz(9) 1)cog3¢)
8 NG 8 NG 8 Jr
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Table of real spherical harmonics for 3 (part 2):

lm Vi O Yim Y
o9 0’ 0609
al 3 34/70sin*(8)coq3p) _ 9+/70sin*(8)sin(3g) 9/70cod8)sin’ (6)sin(3p)
8 Jr 8 Jr 8 i
sl o 1 105sin?(8)cod8)coq2¢) _ +/105sin?(8)cod8)sin(2¢) 1/105sin(6)(3cos’ (6) -1)cog2¢)
2 i i 2 i
3| 4| L J42(asin(p) - 5sin®(6))codp) | 1 J42(asin(6) - 5sin’ (6))sin(p) 1 J42cod8)(-11+15c0¢ (8))cod#)
8 Jr 8 J 8 J
3, 0 0 0 0
3|41 1 Ja2sin(6)(5cos’(6) - 1sin(g) | _ 142sin(6)5cos(6)-1codp) | _ 1+42c0d6)(-11+15c0s (6))sin(9)
8 N 8 NG 8 7
3l 4ol _1 105sin?(8)cod8)sin(2¢) _ /105sin?(8)cod8)cod2¢) _ 1+/105sin(6)(3cos (6) - 1)sin(2¢)
2 i i 2 i
3| 43 3/70sin*(6)sin(3p) _ 9/70sin*(8)cod3p) _94/70co46)sin* (6)sin(3¢)
8 Jr 8 Jr 8 Jr
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Table of real spherical harmonics for 4 (part 1):

| m Yim % m
08 06°
al 4 '3 4/35sin*(g)sin(4g) 3 4/35sin*(6) cod8)sin(4¢) 3+/35sin*(@ 6)(acos?(6)-1)sin(4¢)
16 Jir 4 N 4 Jir
4l 3 3/70sin’(6)cod)sin(3p) 3/70sin’(6 6)(acos?(6) - 1)sin(39) 3/70sin(g 6)cod6)(8cos (8) - 5)sin(34)
8 Jr 8 J 8 Jr
Al o 3 V5sin?(6)(7cos(6) - 1)sin(29) 35sin(6)cod6)7cos’ (6)-4)sin(2¢) | 3 5(28cos (6) - 29c0 (6) + 4)sin(2¢)
8 Jr 2 Jr 2 Jr
Al 413 J10sin(6)cog6)(7cos’(6) - 3)sin(g) | 3+10(28cos' (6) - 27cos’(6) +3)sin(g) | _ 3 10sin(6)cod8)(56c0s () - 27)sin(p)
8 Jr 8 N 4 Jr
Al o 3 35c0s'(6)-30cos’ (9) + 3 _15sin(g)cod6)(7cog(6)-3) _1528cos' (9) - 27cos’(9) + 3
16 Jr 4 Jr 4 Jr
al 413 J10sin(6)cog6)(7cos’(6) - 3)codg) | 3+10(28c0s(6) - 2705’ (6) +3)codp) | _ 3 +10sin(6)cod8)(56c0s (6) - 27)cod)
8 N 8 Jr 4 Jr
4l 4| 3 J5sin?(6)(7cos (6) - 1)cog29) 345 sin(6)cod8)(7cos? (6) - 4)coq24) 3 J5(28cos’ () - 29cos (6) + 4)coq24)
8 Jr 2 N 2 N
al 43 34/70sin*(8)cod8)cod3p) 3+/70sin*(6)(4cos (6) - 1)cod34) 34/70sin(6)cog6)(8cos’ (6) - 5)cod34)
8 N 8 Jr 4 Jr
al 44 '3 /35sin” (6) cod4¢) 34/35sin*(8)cod6) cod4¢) 3/35sin?(6)(4cos’(6) ~1)cog4g)
16 Jr 4 N 4 Jr
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Table of real spherical harmonics for 4 (part 1):

lm i Y OYim
0¢ 0p° 0d¢
al 4 3 4/35sin*(6)cod4g) _ 3\/E,sin“(é?)sin(w) _ 3\/3_53in3(6?)cos(6?)cos(4¢)
16 Jr Jr Jr
4l 3 9 1/70sin*(8) cog6) cod3p) _ 27/70sin*(8)cod6)sin(3¢) 9 J70sin?(8)(4cos () - 1)cog3¢)
8 Jr 8 J 8 Jr
Al ol 3 J5sin?(6)(7cos(6) - 1)cog29) _34/5sin?(6)(7cog (6) - Usin(29) 3\/5 sin(6)cod)(7cos? (6) - 4)coq2¢)
4 T 2 G I
Al 4|3 J10sin(6)cog6)(7cos’(6) - 3)codp) | _ 3+10sin(6)cod6)7cos’(6) - 3Jsin(g) | 3+10(28c0s (6) - 27cos (6) + 3)cody)
8 7 8 N 8 N
4| 0 0 0 0
4l 41| -3 J10sin(8)cod8)(7cos (6) - 3)sin(g) | 3 V10sin(6)cod)(7cos? (6) - 3)cods) | 3 10(28cos' (8) - 27cog (6) + 3)sin(p)
8 Jr 8 Jmr 8 J
4l s -3 J5sin?(6)(7 co(6) -1)sin(2¢) _§\/§sin2(6?)(7cos2 (6)-1)cod2¢) _3\/§sm( 6)cod8)(7cos? (6) - 4)sin(2¢)
4 Jr 2 Jr i
4l 43 _ 9+/70sin*(8)cod8)coq3p) _ 27/70sin*(6)cod8)cod3p) 9 J70sin?(6)(4cos () -1)sin(3¢)
8 Jr 8 T 8 N
al 44 _ 34/35sin*()sin(4¢) _ 3\/3_55in“(0)cos(4¢)) _ 3\/3_5$in3(H)cos(é?)sin(4¢)
4 Jr Jr Jr
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The plane-wave can be written in terms of Besaald complex spherical-harmonics
according to the formula:

eluim = 47le i’ Yl:n (QE)YIm (Qr) ] | (lz F): 47T|z i Yim (QE)YI:n (Qr) ] | (lz F) (A.4.-8)

where the spherical Bessel functions are (up+at):

jO(R F):ﬂ@ (A.4.-9)

Kr
J'l(lz F)= Sig(f)f - COE(E g (A.4.-10)
j(er)e| — —ﬁ] sinfer)- = codr) (a4-11)
j [kr)= | eri _ R? 2} sink r"){_ ;:3 +%] codkr) (A4.-12)
J'g(af){é—:%-ﬁfw—lr] Sin(ar”){ ﬁ? (k—rﬂ codkf)  (A4-13)
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Appendix A.5.

Details about the GGA implementation in
the subroutines of EStCoMPP-program

In the pseudopotential generation programs the values for thekkeygdverns the
choice of the exchange-correlation functional) used to performulatin with GGA
functional are: 63-66 for PW91, 73-76 for PBE, 83-86 for PBE-review [PW9E9BR8],
the last digit the choice of the 3-to-6 point formula for calculating the deregati

Since in the atomic program the calculations are done for a&sabgi the charge is
spherical and a simple radial mesh is used:

r(i)=(e¥-1)m (A.5-1)

In the subroutine grdchlh_new?2.f the first and second derivativesilatdated on the
radial mesh in a "semi-analytical" form (the help ardaydi is calculated in the subroutine

rmesh.f) accordingly to the expressions:
dn(r[i]) dn(r[i]) 1

=— : (A.5-2)
dr[i] di dr[i]/dl
d2n(r[i]): d2n(r[i])_adn(r[i]) 1 (A5-3)
drg] di? di ){dry/dif
The parts ai and TE are evaluated numerically using a 3- up to 6-point
i

formula. Then using the derivatives all the gradients and differextupt of gradients are
calculated in the subroutine mkglO_new.f. All these are used in tlwowdine
ve_xcallg_new.f to calculate the exchange-correlation potemteakeaergy ¢,., E,.) due

to the given electron density. The subroutines are implemented suatnéhatin deal also
with spin-polarized calculations, although we do not use this feature at the moment

In the atomic-generation programs the radial grid is densedstt 7®0 points on a
radius of 1.1 a.u) so that the calculation of the first and second dexs/&t very accurately
done. In the solid-state calculation program the supercell real-gpaces generated by the
FFT using a plane-wave cutoff @maxqp<G,,,, where gmaxgp is equal 2. This is usually

dense enough for getting a good description of the electron ylemsitthe LDA
approximation. But for the GGA case it turns out that for the cionl of second derivatives
a grid at least four times denser is required. If a coardasgused, the second derivatives are
not accurate enough, and as a result the exchange correlationgbasemtit well described.
This will introduce oscillations in the charge from a self-cdasisstep to the other so that in
many cases, where the charge is strongly varying in the dpa&cesingle molecules,
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molecules at the surfaces or simple surfaces), the numbeitefat@mns required to achieve
convergence can be much larger than the number of sc-iteratignsed when using the
“Bird and White”-scheme.

The values for the keys,xdkgoverning the choice of the exchange-correlation
functional, used to perform calculations with GGA functionals areP\8®1, 34-PBE, 35-
PBE-review in the case of traditional schengenéxqp<G,.,), and 76-PBE, 86- PBE-review

for using the Bird and White-scheme.
For the KB-potentials (norm-conserving) the only contribution to tlegehdensity
charge density is the plane-wave part. This can be expressed as:

n(F)=Yn(G)e e (A.5-4)

max

Thus, the derivatives of the charge density are analyticalbulated in the reciprocal space,
and via FFT's transformed to real space. All the gradients amgbtbducts are then available
on the real space FFT-grid.

In the subroutine potgen.F the first and second derivatives of the dengiéy in the
reciprocal space are calculated accordingly to the formulas:

ddn)EF) - Z(_i G, ) n(é) e iCE (A5.5)
dd):kn(gr)?j :Zé:(_i f 6.6, nlg)e™ (A.5-6)

with k,j = X,Y,Z. Then, FFT's are performed to find out the first- and second- arakr

mixed derivatives in real space. The subroutine mkgxyz3 GGA.fesrdse gradients in the
real space, and the subroutine ve_xcallg_new.f is used to calculaectienge-correlation
potential and energw(., E.).

If the Bird and White-scheme is used instead of evaluagogrsl order derivatives
the subroutine fxc_pbe_wb.f calculates the quantities accordingly nauf@r(A.2-9), and
then the exchange-correlation potential and energy the exchamgkton potential is
computed.

In the case of the PAW-pseudopotentials, because they are non-noenArmyswo
types of charge densities exist inside of the augmentation splfeue” and “smooth”. The
plane waves are over all space in the supercell. The “smooth”ecergsity represents the
contribution of the pseudo wave function (plane-waves) inside of the BAdrhentation
spheres. This has to be replaced by the “true” charge depsigsponding to the true wave
functions inside of augmentation region in order to recover the totajecloh the atoms (see
Chapter 3.4, formula 3.4-9). Since the projectors used for transfomaat given on a radial
mesh, the two charge contributions are expressed on the samemadia inside of the
spheres, and the exchange-correlation potential is calculated andsis The two charges,
their derivatives and gradients are conveniently evaluated inmisgphpolar coordinates. In
the subroutine vxcvd.FE,. and v,. are calculated for the both charges using the

components up tb=4.

In order to accurately treat non-spherical charges an arggudaczorresponding to 128
radial directions is constructed on each sphere. Along each of thestodis an exponential
radial grid is used on which the projectors are given. Theratdeast 750 radial points. The
number of points is determined in the pseudopotential generation progwhih de@pends on
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the radius of the pseudopotential. The subroutine pol_angle.F calculategtbed and ¢
for all grid-points in the sphere, which are then used as an input in the gradientgioalcula
2 2 2
The y,, and all angular derivatives Iikea:ylm : 4 y'zm : Yin : 4 y|2m : 0™ Yin
08 06 op 09 08¢

| =4, expressed in the real space, are programmed in the subroutine Igndi2 (Ae
detailed table with all formula is given in Appendix A.4). Aletother derivatives like radial
9° 9° 0°
ar?’ orod’ odrog
grdchlh_new3.F subroutine using a 6 point-formula.

The necessaryy,,-dependent gradients are calculated in mkgylm.F. The terms are
collected and the exchange-correlation potential and energy arendgwedtd in the subroutine
ve_xcallg_new.F. More detailed explanations can be found in the comroéntise
subroutines.

, up to

and mixed (radial-angular) derivatives aaa& are calculated in
r
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APENDIX B: PARTIAL CORE-CORRECTION IN REAL SPACE

Appendix B

Partial core-correction in real space

The calculation the partial core-correction charge density Irspa&e is done in
several steps in the subroutines: prprhoc_new.F, grdchih_new2.F, prprhaspaeal F
and splint.f. First, the subroutine prprhoc_new.F reads the core doargach type of
atom and defines a sphere of a given radius for each atom. @his & chosen at the
point where the outer tail of the core charge is smaller th&nTien, in the subroutine
grdchlh_new?2.F are calculated first and second derivatives (thial paote-correction
charge density is always a spherical charge given on a maésth an so only radial
derivatives are calculated).

Knowing the position of the atoms in the unit cell the next stamsists in
identifying the points of the real space grid of the unit @dkociated with the FFT),
which are inside of each defined atom sphere. For all this pbiatdistances from the
atom-position to the grid points inside of each sphere are cadulgy using a cubic-
spline interpolation function (subroutine splint.f) the values of the padra-correction
charge densities are calculated and properly assigned to ethehreéil space grid points
of the unit cell.

Observation The sphere around an atom, which contains the partial core-
correction, is not always entirely confined in the same unit cellin other words,
depending on the position of the atom, part of the defined partiakcoorection sphere
extends to neighboring unit cells. This corresponds to the case ffeatrdi parts of the
partial core-correction sphere are situated in different platélse unit cell. One can
identify the proper real space grid points and calculate the vafudse partial core-
correction charge density by displacing the atom in all the egumi/g@ositions in the
neighboring unit cells (for details please see the comments in prprhocpeeal. 5.
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PARAMETERS OF THE PSEUDOPOTENTIALS

Appendix C

Parameters and Tests of the
PAW-pseudopotentials

C 1: Detailed information of the generated pseudop@ntials

Carbon

The pseudopotential was generated using the lkeys (kxc=2, [VWN80]) andGGA
(kxc=76, [PBE96-98]). In order to construct the projectors (two per éachannel) two
configurations have been chosen: one is the ground-state (with the ogcubathe | -
channels2s* 2p?); the ground state eigenvalues vyielding the bound states wedetase
generate the projectors. As second configuration the same ocgupars- and p- channels
has been chosen, but it contains in additiondtieannel (with 0 occupancy), which is taken
as local potential. For this second atom one has the freedom to chfiesent reference
eigenvalues in such a way that they are positioned in the ratige wdlence eigenvalues of a
given compound. These eigenvalues in general yield as solutions non-bousd Istéaéxact
parameters used in generation of the pseudopotential are listed in the table below

Carbon pseudopotential table 1

Atom s-channel p-channel d-channel
number radius energy radius energy| radius energy
1 (2 2p°%) 1.10| -1.009802 1.10| -0.388706

2 (2€ 2p“3d’) 1.10| -0.700000 1.10| -0.700000 1.10| -0.300000

Before the reliability of the constructed pseudopotential is pravamy tests have to
be made. In the atomic generation program for two additional dxcutefigurations of the
carbon atom 2s* 2p°® and 2s-° 2p??) all-electron and pseudopotential calculations are
performed and the valence eigenvalues are compared (see Carbon pseudopoterg)al tabl

Carbon pseudopotential table 2

A s-channel p-channel excited energies
fom Al Al Al
number Pseudo Pseudo Pseudo
electron electron electron
1(2¢ 2p?) | -1.009802| -1.009858| -0.388706| -0.388749] 0.000000, 0.000000
3(2s 2p°) | -1.042740 -1.042851] -0.419940/ -0.419979 0.622003| 0.622047
4(2s°2p~) | -1.026852| -1.026936/ -0.404822| -0.404861] 0.310789] 0.310804
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PARAMETERS OF THE PSEUDOPOTENTIALS

Carbon figure 1: the 2s’ and 2p’ pseudo and all electron bound state wave functions in the
ground state configuration of C are identical starting from 1.1 a.u. (representeddiragte

08 *s” all electron wave function =— | 0.8 *p’ all electron wave function = i
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Carbon figure 2: Logarithmic derivatives and their differences in the ranfevalence
electrons: the dotted blue resonance that appears near —20 Rytis tieds” core level,
since the pseudopotential describes only the properties of the valeciters this resonance
is smoothed out by the logarithmic derivative of ‘gigoseudo-wave-function.
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Carbon figure 3: Charge densities of the C.
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The first analysis (in the atomic generation program) shows ahgood carbon
pseudopotential has been generated.

The partial core-correction (pseudo core charge) is taken fronattime with the
ground-state configuration (no. 1) and is fittedrg. 0.544 a.u. This corresponds to a large
partial core-correction (due to the small radius).

Using the same values for cutoff radii and reference eneagither pseudopotential
has been generated where the partial core-correctioritesl fat 1.1 a.u. (radius of the
pseudopotential). This corresponds to a small partial core-agonrddue to the large radius).
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PARAMETERS OF THE PSEUDOPOTENTIALS

Rappe criterion ([RRKJ90]) suggest a cut-off energy of 36 Rthirconvergence of the total
energy.

Nitrogen

The pseudopotential for Nitrogen atom was generated ugdg (kxc=2) andGGA
(kxc=76) schemes for the exchange correlation potential. For therwditst of the two
projectors two configurations were used: (1) the ground state latlmdcupancy of thé-
channel2s® 2p® where the projectors are taken to be the bound state eigenfunctio(® and
the same occupancy of tlee and p-channels has been chosen with different reference
energies. In addition thgd-channel (with O occupancy) potential is taken as local potential.
The exact parameters used for generating the Nitrogen pseudopotenistédriedlow:

Nitrogen table 1

s-channel p-channel d-channel
Atom number - . -
radius energy radius energy radius energy
1 (2¢ 2p%) 1.2] -1.363963 1.2| -0.521450
2 (25 2p°3dY) 1.2| -0.950000 1.2| -0.950000 1.2| -0.400000

As tests all-electron and pseudopotential calculations were tlimtwo excited
configurations of the atom with the occupan2g:” 2p>° and2s" 2p* (see table below).

Nitrogen table 2

Atom s-channel p-channel excited energies
number All- Pseudo All- Pseudo All- Pseudo
electron electron electron
@ 5212p2) -1.363963| -1.363964| -0.521450f -0.521450, 0.000000; 0.000000
(251'532p3'5) -1.380694| -1.380719| -0.537110/ -0.537110| 0.421529] 0.421537
2 5142p4) -1.396614| -1.396658| -0.552054| -0.552054| 0.843568| 0.843596

Nitrogen figure 1: ‘2s’ and 2p’ all-electron and pseudo-wave functions: for the case of
nitrogen there is one valence electron more than in the caseébofcapo that the andp all-
electron wave functions are more localized. The cut-off radius 1.2 ahe pkeudopotential

is larger than the position of the maximum of the wave functions.

0.8 °p’ all electron wave function e

’s” all electron wave function =

*s” psendo wave function = - ’p’ pseudo wave function === |

0.6 -

0.4

0.2

-0.2

-0.4

3
distance a.u.

146

3 4 5 6

distance a.u.



PARAMETERS OF THE PSEUDOPOTENTIALS

A pseudopotential is easier to construct when the wave functiomtshagaximum
localized (close to the nucleus) and the radius of the pseudopotentaiger than this
maximum. But another factor that makes it difficult to generate a pseudopotetit@height
of the maximum. The 1.2 a.u. cut-off radii (for all tHechannels) of the nitrogen
pseudopotential is larger than the position of the maximum of tlve Wanctions, but its
height is large and the radius is too close to this maximum.niddes it difficult to construct
the nitrogen pseudopotential.

Nitrogen figure 2: Logarithmic derivatives and their differences in the rangdefvalence
electrons.
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The logarithmic derivatives of the pseudo-wave functions do not ahgwesonances
because the pseudo-wave functions are without nodes.

Nitrogen figure 3. Charge densities of the N.
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The larger partial core-correction (pseudo core charge) ites &t r,.. 0.438 a.u.

using the ground state configuration of atom no. 1. The radius isesittadh in the case of
the carbon pseudopotential. The intersection point where the pseudo ages-bbhaomes
smaller than the valence pseudo-charge is determined on one htredlbgalization of the
wave functions (stronger in the case of the nitrogen than for thergagnd on the other hand
by the cut-off radius of the pseudopotential. For a larger cut-diffisahe intersection point is
shifted to higher values, then the all-electron core charge becemaler there, and
automatically the partial core-correction taken into account &élemAlso for the nitrogen a
pseudopotential that takes into account the small pseudo core-chageafit larger radius
(1.2 a.u.) has been generated.

Since we use the pseudopotential in the calculations for molewthese the bond
lengths are quite small, we need to construct the pseudopotentia sntlll cut-off radius.
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This small radius can introduce ghost states and in order tnatamihem, deep reference
energies have to be used for the construction of the second projexgipe &iterion suggest
a cut-off energy of 36 Ry for the convergence of the total energy.

Ooxygen

The ground states with the occupa@sy 2p* and the bound state energies have been
used to generate the first series of projectors. For tt@ndeseries of projectors reference
energies yielding unbound states are used.dftieannel pseudopotential (with O occupancy)
was taken as local potential. The exact parameters usedematien of the pseudopotential
are listed in the Oxygen table 1:

Oxygen table 1

Atom s-channel p-channel d-channel
number radius energy radius energy radius energy
! 4 1.10| -1.757696 1.10| -0.664255
(2 2p%
(¢ 2?)4 3d°) 1.10| -0.400000 1.10| -0.090000 1.10| -0.400000

In the oxygen case three configurations have been used to testutepgumdential in
the atomic generation progragés-® 2p**, 2s- 2p*2 and2<” 2p® (positive ion).

Oxygen table 2

Atom s-channel p-channel excited energies

number All- Pseudo All- Pseudo All- Pseudo
electron electron electron

2 5212p2) -1.757696| -1.757696| -0.664255| -0.664256| 0.000000[ 0.000000

(251'932p4'1) -1.761145, -1.761149| -0.667419| -0.667419| 0.109358| 0.109358

(251'742p4'3) -1.767966| -1.767980| -0.673676| -0.673676| 0.328160| 0.328161

(28252p3) -2.911417| -2.911444| -1.797568| -1.797581] 1.208230| 1.208233

Oxygen figure I ‘2s’ and 2p’ all-electron and pseudo-wave functions for O.
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Also in the case of oxygen the cut-off radii of the pseudopoteftidlsa.u.) are larger
than the maximum position of the wave functions but since the electronic chamgeighan
in the case of carbon and nitrogen the wave functions are stronglyzéat close to the
nucleus. The cut-off radii of the pseudopotential are close to the efathe maximum of the
wave functions. This makes it difficult to generate the pseudopotentiile case of carbon
and nitrogen low reference energies for the second projectorbeaveused to eliminate the
ghost state. In the case of oxygen these reference energibgylaer (especially for thp-
channel).

Oxygen figure 2 Logarithmic derivatives and their differences in the ranfevalence
electrons. Thdsresonance is lower than —30 Ry.
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Oxygen figure 3 Charge densities.
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Due to the strong localization of the wave functions the alk®leccore-charge is

even more localized for the oxygen atom than for nitrogen and carbonthghpartial core-
correction is fitted at even smaller.. 0.373 a.u. Also, a pseudopotential with the same

cutoff radii but with small partial core-correction has beemegated. Rappe criterion suggest
a cut-off energy of 36 Ry for the convergence of the total energy.

Using the same reference energies in the constructionbeofsécond series of
projectors but larger cutoff radius of 1.4 a.u. another pseudopotential hagdmerated
which can successfully be used for oxide bulk calculations (pleasthsenext part of the
bulk tests). For this one the Rappe criterion suggest a cut-offyermdé 30 Ry for the
convergence of the total energy.
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Sulfur

Sulfur has the same number of valence electrons like the oxygarbat they are on
the next higher shell. As it is expected, the cut-off radiuk lveillarger than in the oxygen
case but, since there is no fix rule how to construct a good pseudogotirgtiparameters
which have been used to get good oxygen pseudopotential, cannot be used caselfline
only thing, which one needs to do, is to try different radii andeat® energies. The ground
state with the occupancy of thechannel3s* 3p* has been used to generate the first series of
projectors, the second series of projectors have been generatedefgittnce energies
yielding unbound states. Thiechannel (with O occupancy) was taken as local potential. The
exact parameters used in the generation of the pseudopotential are listed inuthialSalfL:

Sulfur table 1:

Atom s-channel p-channel d-channel
number radius energy radius energy radius energy
1 (3¢ 3p") 1.40| -1.260020 1.40| -0.516051]  ---
2 (3 3p*3dY) 1.40| -0.100000 1.40| -0.800000 1.10 -3.7

Tests were done in the atomic generation program for this pseadbt@bfor three
excited configurations (see table belod¥ 3p® (positive ion),3s 3p° (negative ion) and
3s-8 3p*? (excited configuration).

Sulfur table 2:

A s-channel p-channel excited energies
tom All- All-

number All-electron Pseudo Pseudo Pseudo

electron electron

3 5213p4) -1.260020, -1.260020| -0.516051| -0.516114| 0.000000[ 0.000000
3 5233p3) -2.021729 -2.022004| -1.235380| -1.235663| 0.865992| 0.866232
3 5243p5) -0.653452| -0.653411| 0.053520| 0.053495| -0.214414| -0.214419
3 51'853p4'2) -1.270080, -1.270092| -0.524275| -0.524343| 0.148978| 0.148966

Sulfur figure 1: ‘3s’ and 3p’ all-electron and pseudo-wave functions for S.
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The sulfur valence wave functions are not as localized ahdédp-atoms and they
have a large maximum. For the calculation of the molecules we need a sofalladits that
is close to the maximum of the wave functions. Moreover, foBphe@ave-function the cutoff
radius is smaller than the maximum of the wave function and Heugdnstruction of the
corresponding pseudo-wave-function becomes difficult. In contrast toxtygen case, the
ghost states that appear in firehannel are shifted to higher energies (above 15 Ry) when a
low reference energy is used in the construction of the secoretimojFor thes-channel the
ghost states are eliminated by using a smaller cutoffisgdil a.u.) for the locadlY potential
and a corresponding low reference energy.

Sulfur_figure 2: Logarithmic derivatives and their differences in the rangevalénce
electrons.
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Sulfur figure 3: Charge densities.
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Since for the sulfur there are more core electrons, thesauigon point where the all-
electron core charge becomes comparable to the pseudo valenceislamgg. =0.91 a.u.

For one of the generated pseudopotentials we use the large @adialorrection that is fitted
at this intersection point, and for the other one a small pseudo ltargecis fitted at 1.4 a.u.
Rappe criterion suggest a cut-off energy of 20.25 Ry for the convergence of ltlead¢oty.
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Silicon

The silicon pseudopotential can be easily constructed within a rersewing
scheme using one projector per each channel. For comparison (to check theeimtgtiem of
GGA and of partial core-correction)RAW-pseudopotential with 2 projectors perchannel
was generated. The bound state configurati®¥i8p” and the occupancy of the channels for
the second atom i85 3p? 3d’, the d-channel was taken as local potential. The exact
parameters used in generation of the pseudopotential using are listed in tretSile 1:

Silicon table I

Atom s-channel p-channel d-channel
number radius energy radius energy radius energy
1 (3¢ 3p9) 1.80| -0.791461 1.80| -0.300634]  ---
2 (3¢ 3p°3d°) 1.80| -0.100000 1.80| -0.400000 1.40| -1.900000

The test done in the atomic generation program for this pseudopbteasi by using
three excited configuration8s® 3p* (positive ion),3s® 3p*% and3s' 3p®(see table below).

Silicon table 2

Atom s-channel p-channel excited energies
number All-electron | Pseudo All- Pseudo All- Pseudo
electron electron

3 5213p2) -0.791461 -0.791461| -0.300634| -0.300664| 0.000000[ 0.000000

(35233p1) -1.395371 -1.395668| -0.857537| -0.857770, 0.569682| 0.569787

3 51'843p2'2) -0.802879 -0.802909| -0.309583| -0.309621| 0.098414| 0.098410

® 3 -0.845810 -0.845960| -0.343417| -0.343489| 0.496766| 0.496792
(3s" 3p°)

Silicon figure 1: ‘3s’ and 3p’ all-electron and pseudo-wave functions for the SiliP&W -
pseudopotential.
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Silicon figure 2 Logarithmic derivatives and charge densities of the Sili€#W-
pseudopotential
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The large partial core-correction for silicBAW-pseudopotential is fitted at a radius
of 1.16 a.u. Rappe criterion suggest a cut-off energy of 16 Ry faotihesrgence of the total
energy.

Silicon is a simple case for which one can construct norm-congeavid also non-
norm-conserving pseudopotentials using a relative small plane waigeska (Gax from 3.5
to 4.0) in the both cases. The parameters used are given in the next tables:

Tabel Silicon I Si norm-conserving (Kleimman-Bylander) pseudopotential:

Atom Cutoff radii (a.u)
number s-channel p-channel | d-channel
1 (3¢ 3p°) neutral atom 1.15 1.25 :
2 (3¢ 3p’**3d" ") positive ion 1.15 1.25 1.25

The local potential has been chosenlferO, s-channel, from the atom number 1.

Co er

For the copper atom six projectors have been generated (U3fgVWNS80] and
GGA-[PBE96-98)): two for eacls-, p- andd-channels. The ground state with the occupancy
4s' 4p° 3d™ has been used for generating the projectors corresponding bouhd states.
The p-level has no electrons, and thdound state is very extended. This makes difficult to
obtain a good transferable pseudopotential with a small cutoff radinessecond series of
projectors have been generated with reference energiengielinbound states. Th#-
channel (with 0 occupancy) is used as local potential. The exact parausetia generation
of the pseudopotential are listed in the Copper table 1:

Copper table I

s-channel p-channel d-channel f-channel
radius | Energy | radius | energy | radius| energy| radius energy

Atom number

(4 4;'0 319 2.00| -0.32622 240 -0.05184 210 -0.05184] - -

2
(4s 4p° 3d° 4 200( 0.700000 240 0.90000 210, -0.17000 1.60| 0.60000

153



PARAMETERS OF THE PSEUDOPOTENTIALS

Thed-all-electron wave function is quite localized and the cutoff radiual a.u. is
far away from the maximum of wave function. Using higher refererergies for the local
potential the ghost states in the otHechannels are easily shifted to non-harming high
energies. The radius of the pseudopotential is determined Iprdhannel, the construction
of the corresponding pseudo-wave-function being difficult due to the ladjasr of the
maximum of the all-electrop-wave function. In order to shift the ghost states and to get a
pseudopotential with good convergence in solid state calculations fer #imelp- channels
high reference energies are used when the second projectors are generated.
In the atomic generation program three excited configuratiorts wifferent
occupancy of thes-, p- andd-channels have been used to test the pseudopotential, atom 3
with 4s' 4p>2 3d”8, atom 4 withds’” 4p°2 3d™° and atom 5 witlis® 4p° 3d° (see Copper table

2).

Copper table 2

A s-channel p-channel d-channel excited energies

om All- All Al All

number Pseudo Pseudo Pseudo Pseudo

electron electron electron electron

1 032622 032624 005184 005185 038318 18383 | 0.00000 0.00000
3 0.36703 0.36663 007701 007688 047807 2879 | 007304 0.07304
4 0.36225 0.36247 007874 007880 043439 9433 | 008345 0.08348
5 041720 041546 -0.08395 008837 072717 @47 | 017637 0.18509

Copper figure 1. ‘4s’, ‘4p’ and ‘3d’ all-electron and pseudo-wave functions for the Cu

PAW-pseudopotential.
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Due to the relatively small cutoff radii of the pseudopotentialintersection radius
of the all-electron core-charge with the valence pseudo chargeites large, close to the
maximum of the valence pseudo-charge. Thus, the overlap of the tfad afl-electron core-
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charge and valence pseudo charge is much larger than in the other generated pseatfopotent
The partial core-charge is fitted at 1.24 a.u. The pseudo coreechasga higher maximum
than the valence pseudo charge, while in the case of carbon, nitrogernygad sxthe other

way around. Rappe criterion suggest a cut-off energy of 23 Ry focaimeergence of the
total energy.

Copper figure 2 Logarithmic derivatives and their differences of the coppeugspotential.
The peak which appear in the differences of logarithmic derisais/the 3d resonance of the
all electron and pseudo-wave function.
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Cadmium

For the cadmium atom six projectors have been generated: twadbs-, p- andd-
channels using theDA scheme for the exchange-correlation potential. The ground state has
the occupancyss® 5p° 4d'°. We used the bound states to construct the first series of
projectors, although thBp-level has no electrons. This is quite extended angitizannel
determines the augmentation radius of the pseudopotential. The sedesdos@rojectors
have been generated with reference energies yielding unbound Bletd$.channel(with 0
occupancy is used as local potential. The partial core-correction isntdfom the second
atom at a radius of 2.3 a.u. The exact parameters used in gamefdtie pseudopotential are
listed in the table below:

Cadmium table 1:

s-channel p-channel d-channel f-channel
Atom number . - - -
radius | energy radius energy radius energy radius energy
1
(52 50 4d) 2.33| -0.40845 2.60| -0.10524 260| -0.10525  ---
2
(58 5¢° 4d“4f°) 2.33| -0.10000 2.60| -0.40000 2.60| -0.60000 2.60( -0.40000

Compared with the copper pseudopotential negative reference eneggiesed to
generate the second projector in order to eliminate the ghost states.

In the atomic generation program three other excited configngatvith different
occupancy of the-, p- andd-channels have been used to test the pseudopotential, atom 3
with 58 5p>° 3d°* atom 4 withss™> 5p°° 4d'® and atom 5 witlss-° 5p°2 4d”".

Rappe criterion suggest a cut-off energy of 20.25 Ry for the comergd the total
energy.
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Cadmium table 2

A s-channel p-channel d-channel excited energies
o [ Al- Al- Al Al
number Pseudo Pseudo Pseudo Pseudo
electron electron electron electron
1 040845 040848 0.10524 0.1052% 094105 @341
3 050827 050880 016745 016729 119207 8197 | 055791 055978
4 045137 045141 0138381 013882 -100670  7R006 | 015381 015381
5 049867 049880 0.16692 0.16687 112829  9B131 | 042819 042877

Cadmium figure 1: ‘5s’, ‘5p’ and ‘4d’ all-electron and pseudo-wave functions for the Cd

PAW-pseudopotential.
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Gallium

For the gallium atom six projectors have been generated: twadbrse p- andd-
channels. The ground state has the occupdscyp' 3d' that is used to construct the
projectors corresponding to the bound states. 4evel has one electron and thus the
extendedo-bound state has the largest cutoff radius. The second seriesegt@rojhas been
generated using reference energies, which yield unbound statesif-thannel (with O
occupancy) is used as local potential. The small partial coreetimn is taken from atom no.
2 at a radius of 1.97 a.u. The exact parameters used in genefat@npseudopotential are
listed in the table below:

Gallium table 1:

s-channel p-channel d-channel f-channel
Atom number - - - .
radius | energy | radius | energy| radius| energy radius| energy
1
(42 4p* 39 1.95| -0.65603 2.00| -0.20326 2.20| -1.47240, -
2
(42 4p* 36%41°) 1.95| -0.20000 2.10| -0.60000 2.00| 0.60000 2.20| -0.99000

Due to the large radius of the maximum of fhell-electron wave-function and the
fact that the radius of the pseudopotential is smaller thatrtligmum the ghost states in the
p-channel are shifted when different cutoff radii in the construaifathe two projectors are
used. The low reference energy of the local potential elingrtbheghost states that appear in
thes-channel.

An observation here is that sometimes the ghost states that appee | -channel
are not due to the specific parameters used in the constructibve girdjector of that -
channel. The ghost states are eliminated when the cutoff réalidoreference energies of
other | -channels are changed, although thehannels themselves are well described for the
those parameters.

In the atomic generation program three other excited confignsatvith different
occupancy of thes-, p- andd-channels have been used to test the pseudopotential, atom 3
with 4¢” 4p** 3d°°, atom 4 withds"® 4p** 3d'° and atom 5 withs'” 4p*2 3d"® occupancy of
the | -channels.

Gallium table 2:

A s-channel p-channel d-channel excited energies
o Al Al Al All-
number Pseudo Pseudo Pseudo Pseudo
electron electron electron electron
1 -0.65603| -0.65607| -0.20326| -0.20329| -1.47240| -1.47240
3 -0.67399| -0.67395| -0.21317| -0.21316| -1.53696| -1.54116| 0.12964| 0.12985
4 -0.66437| -0.66441| -0.20914| -0.20916| -1.48635| -1.48629| 0.04540, 0.04540
5 -0.68054| -0.68059| -0.68059| -0.22054| -1.51364| -1.51345| 0.13692| 0.13693
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Gallium figure 1: ‘4s’, ‘4p’ and ‘3d’ all-electron and pseudo-wave functions and charge
densities for the GRAW-pseudopotential.
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Gallium figure 2: Logarithmic derivatives and their differences.
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Rappe criterion suggest a cut-off energy of 18.5 Ry for the convergdnte total
energy.

Titanium 1 (generated using neutral configuration)

In the case of the titanium pseudopotential two projectors for gaghr and d-
channels have been generated. The neutral ground state that has been irchibee
construction of this pseudopotential has the occupagtgp® 3d*. This is used to construct
the projectors corresponding to the bound states. The second sepiegeofors has been
generated from the same configuration with reference enengiesng unbound states. The
4f-channel (with O occupancy) is used as local potential. A smalklpaore-correction is
taken into account fitted at 1.19 a.u. (atom no 2). The exact paramstersn generation of
the pseudopotential are listed in Titanium table 1.
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Titanium table 1:

s-channel p-channel d-channel f-channel
radius | energy | radius| energy| radius| energy| radius energy

Atom number

(3¢ 3;6 3df) 1.70| -4.14392] 1.70|-2.48986| 2.00|-0.08393 - -

2
(3¢ 3p° 3" 41%) 1.20, -0.30000] 1.30|-0.40000; 2.00|-0.30000[ 2.00|-0.60000

The construction of the projectors for tthehannel is difficult due to the small cutoff
radius required for the pseudopotential. Thelectrons are not localized but rather spread
over a large distance in space. Even if in the construction ofdtheséudo-wave-function
ghost states do not appear the projectors generated fal-channel will introduce ghost
states ins- andp-channels. These are eliminated or shifted to higher energiesvbely in
the construction of the second projector $oandp-channels a small cutoff radius is taken
into account.

In the atomic generation program three other excited confignsatvith different
occupancy of thes-, p- andd-channels have been used to test the pseudopotential, atom 3
with 3¢ 3p>° 3d*!, atom 4 with3s* 3p>® 3d*? and atom 5 wit8s 3p° 3d® (positive ion)
occupancy of the -channels.

Titanium table 2:

s-channel p-channel d-channel excited energies
Atom All- All- All- All-
number Pseudo Pseudo Pseudo Pseudo
electron electron electron electron

1 414392 | 434394 | -248986] 248089 008393  9BA33 — —
3 415052 | 415086 | -249583] 249621 008587 81335 | 024079 0.24081
4 415705 | 415771 | -250184| -250248  008/84  &187 | 048200 048206
5 472609 | 472597 | -306831] 306871 061186 89311 | 031647 031648

Titanium figure 1: ‘3s’, ‘3p’ and ‘3d’ all-electron and pseudo-wave functions and charge
densities for the TPAW-pseudopotential.
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Titanium figure 2: Logarithmic derivatives and their differences.
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Rappe criterion suggest a cut-off energy of 21 Ry for the convergenite total
energy.

Titanium 2 (generated using ionic configuration)

Another titanium pseudopotential has been generated considering timel gtate as
being a partial ionic configuration with the occupadsy 3p° 3d”>. For this pseudopotential
Six projectors have been constructed, two projectors forsth@- and d-channels, but
compared with the previous ones thgrojectors are constructed considering as valence states
thedslevels. The second series of projectors has been generatethé&@ame configuration
with reference energies yielding unbound states.4ftobannel (with O occupancy) is used as
local potential. A small partial core-correction is taken intcoaat fitted at 2.31 a.u. (atom
no 2). The exact parameters used in generation of the pseudopcteatizsted in the
Titanium table 3.

The cutoff radius for the-channel is smaller than the maximum of the wave function
and ghost states appear. These can be shifted only when high retarergpefor the second
s-projector and a low reference energy for the |bgadtential are used.

In the atomic generation program three other excited confignsatvith different
occupancy of thes-, p- andd-channels have been used to test the pseudopotential, atom 3
with 4¢° 3p° 3d?, atom 4 withds” 3p° 3d" and atom 5 withls’ 3p°>° 3d? occupancy of the -
channels.

Titanium table 3:

s-channel p-channel d-channel f-channel
radius | energy | radius| energy| radius| energy| radius energy

Atom number

(45233233(10,5) 2.30| -1.20865| 2.30|-4.34719 2.30|-1.72812] --- ---

2
(4¢ 3p° 3PS 4F9) 2.30( 1.90000f 2.30|-1.20000, 1.80|-1.00000 2.30 -2.60

Titanium table 2:

s-channel p-channel d-channel excited energies
Atom All- All- All- All-
number Pseudo Pseudo Pseudo Pseudo
electron electron electron electron

120865 | -120870 | 434719 43471 172812 1P328 — —

033421 | 033624 | 284589 28349 034002  3BE33 | 147964 | -147227

120380  8SD99 | 0./3074 | 072958

= NIV TS

1
3
4 088503 | 08845 | -378690] -3.7811]
5

059787 | 059897 | -333239] -3325A4 077511 900 | 006204 0.06487
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Titanium figure 3: ‘4s’, ‘3p’ and ‘3d’ all-electron and pseudo-wave functions and charge
densities for the TPAW-pseudopotential.
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Titanium figure 4: Logarithmic derivatives and their differences.
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Platinum

For the platinum atom six projectors have been generated: twoclose@- andd-
channels. The ground state has the occup&stcypp® 5d™° that is used to construct the
projectors corresponding to the bound states. The second series otopsojes been
generated from the same configuration with reference enengiesng unbound states. The
5f-channel (with O occupancy) is used as local potential. Thé paréial core-correction is
taken from atom no. 2 at a radius of 1.99 a.u. The exact parametera gseération of the
pseudopotential are listed in the Platinum table 1.

The d-channel is that one which determines the augmentation radius of the
pseudopotential due to the extendedll-electron wave-function. Although the all-electron
wave functions that characterize theandp-channels are quite localized, in the construction
of the projector corresponding to the unbound states small cutoff raiitbabe used in
order to eliminate the ghost states.
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Platinum table 1:

Atom number s-channel p-channel d-channel f-channel
radius | energy | radius| energy| radius| energy| radius energy
1
(5 5p° 5d) 2.10| -5.66213] 2.10|-3.53681 2.10|-0.36012| ---
2
(5¢ 5p° 5d%5%) 1.25| -1.20000{ 1.40|-1.20000{ 2.10|-1.20000, 2.10|-1.10000

In the atomic generation program three other excited confignsatvith different
occupancy of thes-, p- andd-channels have been used to test the pseudopotential, atom 3
with 5¢° 5p° 5d°, atom 4 withss* 5p° 5d® and atom 5 withhs® 5p°2 5d®” occupancy of the -

channels.

Platinum table 2:

A s-channel p-channel d-channel excited energies
tom A Al Al All-
number Pseudo Pseudo Pseudo Pseudo
electron electron electron electron
1 -5.66213| -5.66214| -3.53681| -3.53681| -0.36061| -0.360614
3 -6.46544| -6.46554| -4.33435| -4.33449| -1.10704| -1.107095| 0.72147| 0.72149
4 -7.41120| -7.41216| -5.26964| -5.27047| -1.97782| -1.978180 2.25512| 2.25531
5 -6.94617| -6.94708| -4.80802| -4.80874| -1.54217| -1.542400| 2.03179| 2.03193

Platinum figure 1: ‘5s’, ‘5p’ and 5d’ all-electron and pseudo-wave functions and charge

densities for the FRAW-pseudopotential.
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Platinum figure 2: Logarithmic derivatives and their differences.
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Rappe criterion suggest a cut-off energy of 25 Ry for the convergaeinthe total
energy.
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Tests of the PAWpseudopotentials

C 2.1: Bulks!

Silicon bulk

Silicon is a simple case for which one can construct norm-congeaind also non-
norm-conserving pseudopotentials using a relative small plane beai® set (Gax from 3.5
to 4.0) in both cases.

The results for the Si norm-conserving pseudopotential obtained for differepf ket
points and different energy cutoff (expressed ag)are:

Table Silicon 3 The calculated. DA Si bulk lattice constant (A) for different sets of k-points
and different cutoff energies. (The experimental lattice constagts §.43 A)

G max

Kpoint =55 T 35 | 4.0
5x5x5] 5.425| 5.411 5.397 cpoiit G
6x6x6| 5.424] 5.407| 5.394 37 4.0
ox9x9| 5.413| 5.406/ 5.303 axaxal 5411 5.401

12x12x12] 5.423| 5.406| 5.393

One can see that the lattice constant is well describ8g.at= 4 with a set o#x4x4
k-point. These calculations have been done for the case when no pamtadorrection is
taken into account.

In the case o6GGA pseudopotential the results for the fitted lattice constant tiseng
upper parameterGhax = 4, 4x4x4 kpoint) and three different functionals for the exchange-
correlation are:

Table Silicon 4 The calculatedSGA Si bulk lattice constant (A) for different exchange-
correlation functionalsAk4x4 k-point).

Type of fitting

Exchange-correlation functional UEBRZ | MURN?
PW91 5411 5.410

PBE 5.414 5.413

PBE_review 5.420 5.419

As expected for th&GA, the lattice constant is slightly larger than the LDA result
Using the same parameters for the energy cutoff and sepoihks, PBE-GGA functional,
but in addition a partial core-correction taken at a radius of 1.1%leun(ersection point of
valence charge density and true all-electron core charge detis&tyattice constant is 5.400
(UEBR fit), 5.410 (MURN fit).

! The experimetal lattice constants of the followingks are taken from “Crystal structures” (Uningref
Arizona, Tucson) by Ralph W. G. Wyckoff, PrinteddgPublished by Robert E. Krieger Publishing Company
INC (1992). For all bulks they are expressed in (A)

% For UEBR-fit sedBS88]

% For MURN-fit segfMur44]
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In principle for the Si atom no partial core-correcti®C(C) needs to be taken into
account, but an important observation is that when usi@é\ functional one always should
include a small partial core-correction. If the energy of @lsirsi atom in a big box is
computed within th&GA and noPCC is considered, then the energy of the atom in the big
box is higher than the energy of the single atom obtained fromattiraic program; to
overcome this problem tHeCC needs to be included in the calculation.

Cd-metal bulk -hexagonal

In the case of cadmium the pseudopotential was generated and usadangthradius
from were the partial core correction has been fitted: 2.60 ahich{ws the radius of the
pseudopotential).

The experimental lattice constants for cadmium metalaare:2.98 and ¢ = 5.62 A
with the c/a = 1.8859. Thie-point set used to perform the calculation for fitting the lattice
constant wad5x15x15with a cutoff energy corresponding @ax = 4.5 Ry2 The LDA
fitted parameters arengyreic= 2.974 for UEBR fit (2.976 for MURN fit) andngoretic= 5.573
(5.570 MURN fit) with the (c/aheoreiic= 1.8739 (1.8716 MURN fit).

CdO bulk -fcc

Two different oxygen pseudopotentials with small and large cutdifisarespectively
have been used. For these pseudopotentials the cutoff radius wasedlgo fisthe partial
core correction and this means that a sfRallC was taken into account. The fitted lattice
constant using the UEBR and MURN function for different energyfisutne presented in
the table below. In this case the proper energy cutoff at whiclhattiee constant can be
considered converged corresponds toGhe, = 5.0RyY% The experimental lattice constant
is a =4.695 (A).

Table CdO I Cd withr,, = 26 and O withr, =

14 9x9x9 k-point setLDA

Gmax | UEBR | error % | MURN | error %
4.0 | 4.629 -1.40 4.643 -1.10
45 | 4.637 -1.23 4.629 -1.40
50 ] 4.672 -0.48 4.671 -0.51
55 | 4.662 -0.70 4.660 -0.74
6.0 | 4.660 -0.74 4.580 -2.44

Table CdO 2 Cd withr,, = 2.6 and O withr_,

1.1 6x6x6 k-point set DA

Gmax | UEBR | error % | MURN | error %
40| 4.705| +0.20 4,673 - 0.45
45 | 4.653 -0.89 4.639 -1.11
55 ] 4.665 -0.64 4.645 - 1.05

The GGA result usingx6x6 k-point set and an energy cutoff of 30R$% (Gyax = 5.5
Ry'?) gives a lattice constant of 4.817 for UEBR and MURN fit @argith 2.59 % than
experimental).
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CdS bulk -fcc

The experimental lattice constant igpa= 5.818. The sulfur pseudopotential used to
perform the calculation uses a small partial core-correctitedfat a radius of 1.4 a.u.; a
3x3x3 k-point set has been chosen in the calculation.

14 3x3x3 k-point setL DA

Table CdS-fcc Cd withr,,, = 26 and S withr,, =

Gmax | UEBR | error % | MURN | error %
4.0 | 5.844 0.44 5.837 0.32
45 | 5771 -0.80 5.763 -0.94
55 ] 5.740 -1.34 5.743 -1.28

CdS bulk -hexagonal

The experimental lattice constants aeg, & 4.1348 and &, = 6.749. The same
pseudopotentials like above have been used in the calculati@8x2 k-point set has been

considered to describe well the lattice parameters.

Table CdS-hexagonalCd withr, = 26 and S withr_, =

14 3x3x2 k-point setL DA

G max a(A) |error%n [c(A)| error % cla | error %
4.2 UEBR | 4.099 -0.86 6.698 -1.20 1.6340 0.10
MURN | 4.104 -0.74 6.680 -1.60 1.627q -0.28
45 UEBR ] 4.041 -2.26 6.551 -3.07 1.6211 -0.68
' MURN | 4.009 -3.04 6.539 -3.25 1.6310 -0.07

SrO bulk -fcc

A 9x9x9 k-point set was used in the calculations with two different cutodirgies.
The pseudopotential for the oxygen is that one with a small cutlitfis@nd a small partial
core-correction. The experimental lattice constant,is=a5.1602, the fitted parameters are
given below.
Table SrO-fcc I Sr withr_, = and O withr,, = 1.1 9x9x9 k-point setl. DA

Gmax | UEBR | error % | MURN | error %
5.0 ]| 5.078 -1.58 5071 -1.71
55 ] 5.070 -1.73 5.063 -1.86

TiO bulk -fcc

Two different pseudopotential®$P have been used to perform calculation in order
to fit the lattice constant of the TiO-fcc. One is obtainefia neutral configuration and the
other one from an ionic configuration (the parameters are giveeiprevious section), and
for the oxygen atom both pseudopotentials with small and large cutafiradire used, as
well. The experimental lattice constant ig,a 4.1766 A.

Table TiO-fcc 1: Ti neutral PSP and O with , = 14x4x4 k-point setl DA

Gmax | UEBR | error % | MURN | error %
501 4.235 1.39 4.234 1.37
55 | 4.203 0.63 4.201 0.58
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Table TiO-fcc 2: Ti neutral PSP and @, =

TESTS OF THE PAW-PSEUDOPOTENTIALS

Table TiO-fcc 3: Ti ion PSP

cut

Gmax | UEBR | error % | MURN | error %

50 ] 4.222 1.08 4.223 1.11

551 4.199 0.53 4.195 0.44

6.0 | 4.189 0.29 4.185 0.20

6.5 ] 4.186 0.22 4,182 0.13

and O with_, = 149x9x9 k-point setLDA

Gmax | UEBR | error % | MURN | error %

50 ] 4.185 0.20 4.185 0.20

551 4.181 0.10 4.174 -0.06

1diith, 9x9x9 k-point setL DA

Table TiO-fcc 4: O with r, = 1.1, 9x9x9 k-point setL. DA, Gmax = 5.5Ry"?

Ti-PSP UEBR | error % | MURN | error %

neutral configuration 4.187 0.24 4.181 0.10
Fout = 20 a.u. ’ ' ' '

ionic configuration 418 0.20 4.18 0.20
Fog = 23 a.U. 185 ' 185 '

SrTiO3 bulk-sc

The experimental lattice constant igya 3.905 A.

Table SrTiOs-fcc: Ti neutral PSP and O with,,, =

Gmax | UEBR | error % | MURN | error %
5.3 | 3.848 -1.45 3.798 -2.74
5.5 ] 3.850 -1.40 3.805 -2.56
6.0 | 3.863 -1.07 3.812 -2.38

SiO, bulk -hexaqgonal

In the case of Sia 9x9x8 k-point set has been used; the pseudopotential used for
oxygen was that one with the large cutoff radius and for theosilthe simple norm-
conserving pseudopotential (KB-type) without partial core-coomectiThe experimental

1.56x5x5 k-point setLDA

lattice parameters ares@= 4.913 and &, = 5.404 A with the c/a = 1.0999.

Table SiO,-hexagonal 1 Si with r, = 125and O withr,, = 1.1 LDA
G max a (A) | error% | c(A) | error % cla | error %
45 UEBR | 4.864 -0.99 5.377 -0.54 1.1055 -0.50
MURN [ 4.860 -1.07 5.375 -0.59 1.1070 -0.63
50 UEBR | 4.863 -1.01 5.366 -0.77 1.1035 -0.31
MURN [ 4.859 -1.01 5.363 -0.89 1.1037 -0.34
55 UEBR | 4.872 -0.83 5.374 -0.61 1.1035 -0.28
MURN | 4.870 -0.87 5.375 -0.59 1.1037 -0.34
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TiN bulk -fcc
The experimental lattice parameter dg, & 4.235 A. Thedx9x9 k-point set has been
used. For the nitrogen pseudopotential a small partial core-torreeas taken into account,

it was fitted on a radius of 1.2 a.u.

Table TiN-fcc 1: Ti neutral PSP and N with,, = 12DA
Gmax ] UEBR | error % | MURN | error %
4.7 | 4.141 -2.21 1.141 - 2.20
5.0 | 4.140 -2.24 4.140 - 2.24
551 4.128 | -2.128| 4.125 - 2.59

Table TiN-fcc 1: Tiion PSP withr_, = 14and N withr,, = 12 LDA

Gmax | UEBR | error % | MURN | error %
48 | 4.216 -0.43 4211 -0.54
52| 4.174 -1.40 4.170 -1.42

Pt-metal fcc

We used the platinum pseudopotential from were the partial corctorr has been
fitted at large radius: 2.00 a.u (the radius of the pseudopoteriidl &u.). The experimental

lattice constants for platinum metal isa 3.923 A.

Table Pt-fcc I LDA results for @x9x9 k-point set

Gmax | UEBR | error % | MURN | error %
5.0 ] 3.933| +0.26 3.933 + 0.26
551 3.921 -0.02 3.921 -0.02
6.0 | 3.919 -0.10 3.918 -0.12

PtGa, fcc

For this bulk @x9x9 k-point set was used. too. The gallium pseudopotential has been
constructed using a radius of 2.2 a.u and the partial core-correcfiiedsat a radius of 2.1

a.u. The experimental lattice constantdg a 5.911 A.

Table PtGay-fcc: LDA results for @&x9x9 k-point set

Gmax | UEBR | error % | MURN | error %
4.5 | 5.889 - 0.36 5.889 - 0.37
5.0 | 5.867 -0.73 5.857 - 0.90
55 | 5.861 - 0.83 5.856 -0.92
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GaAs and GaP fcc

The pseudopotentials for As and P that have been used are theams@nving
pseudopotentialskB-type) and they have been generated and tested by the previous PhD
students. Thdx4x4 k-point set has been used to perform the calculations.

Table GaAs-fcc LDA results, gp=5.653 A.

Gmax | UEBR | error % | MURN | error %

4.0 | 5.600 -0.93 5.618 -0.61
4.5 | 5.622 -0.54 5.591 -1.09
5.0 | 5.613 -0.70 5.506 -2.06

Table GaP-fcc LDA results, gp= 5.450 A.

Gmax | UEBR | error % | MURN | error %

4.0 | 5.289 -2.95 5.269 -3.32
4.5 | 5.397 -0.97 5.392 -1.06
5.0 | 5.389 -1.11 5.387 -1.15

Cu-metal fcc

Two different cupper pseudopotentials for two cutoff radii: 2.6 and 2.4 aie.dsen
generated. The results for the one with the large cutoff rgthespartial core-correction is
taken for a large radius of 2.6 a.u.) for differkergoint sets are given in the tables below.

Table Cu-fcc 1 6x6x6 k-point setPCC on a radius of 2.6 a.u.

Gmax UEBR | error % | MURN | error %
4.0 -LDA | 3.566 -1.21 3.559 -1.41
5.0 -LDA | 3.557 -1.46 3.556 -1.49
5.0 -GGA| 3.679 -1.91 3.672 -1.71

Table Cu-fcc 2 LDA results 9x9x9 k-point setPCC at a radius of 2.6 a.u.

Gmax | UEBR | error % | MURN | error %
4.0 | 3.540 -1.91 3.537 -2.02
45 | 3.533 -2.13 3.531 -2.18
5.0 | 3.531 -2.18 3.530 -2.21
53] 3.531 -2.18 3.530 -2.21
55 | 3.531 -2.18 3.530 -2.21

Table Cu-fcc 3 LDA results 15x15x15 kpoint setPCC at a radius of 2.6 a.u.

Gmax | UEBR | error % | MURN | error %
4.0 | 3.534 -2.10 3.531 -2.18
4,5 | 3.531 -2.18 3.529 -2.24
5.0 | 3.530 -2.21 3.528 -2.27
5.3 | 3.530 -2.21 3.528 -2.27
55 ] 3.530 -2.21 3.528 -2.27
5.7 | 3.530 -2.21 3.528 -2.27
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One can conclude that for the energy cutoff of Rp the lattice parameter is
converged. Anyway, the error in the estimation of the latticetanhgan be considered

satisfactory. Using 46x16x16 kpoint set and repeating the calculation for this energy cutoff

yield to gnheotetica= 3.549 for UEBR fit (3.545 for MURN fit). In all the previous caldida a
small partial core-correction has been used. Taking into accoumgger bpartial core-
correction and (fitted at the intersection point of the valencegehaith core charge: 1.33
a.u.) and using the same k-point set and energy cutoff and PBE-G@nlism for the
exchange-correlation energy and potential the results for thee latinstant are:4@oretical =
3.672 for UEBR fit (3.658 for MURN fit). For all these calculatioms find a small overlap
of the pseudopotentials spheres at the minimum lattice constant.

A new pseudopotential with the small cutoff radius of 2.4 a.u. has beenaged to
avoid this overlap. In this case the partial core-correction wsedfitted at a radius of 1.23
a.u.

Table Cu-fcc 4 16x16x16 kpoint set,r,, = 24 PCC at a radius of 1.23 a.u.

cut

Gmax UEBR | error % | MURN | error %
45 -LDA | 3.510 -2.70 3.496 - 3.10
5.0 -LDA | 3.560 -1.39 3.553 -1.50
5.0 -GGA| 3.658 | +1.34 3.657 +1.3@

The conclusion is that the last pseudopotential describes wegltdperties of the Cu
atom. In order to test further the new Cu-pseudopotential some catnélations of the
relaxation of Cu(110) surface have been performed. The parametdraviere3x12x17 k
point set and an energy cutoff of By, with 7 and 13 Cu layers, and 9.51 and 19.02 a.u.
vacuum above Cu surface. The symmetry group that has been uséd,wahe results of

the interlayer relaxation for this surface are in good agreemémtexperimental data end
with other calculated relaxations that have been reported in #ratlite. In the Table
“Cu(110) surface 1” the results are summarized (see references on the ngxt page
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Table Cu(110) surface 1interlayer relaxation& %) of Cu(110) surface

Present calculations LDA-PP | FLAPW-GGA | PAW-GGA | Experimental
LDA GGA | Rodach'| DaSilvé |VASP, Liem®| Adams’

7 layers 13 layers 7 layers - 13 layers 6 layers -
vacuum a.u 9.51 19.02 9.51 - 9.51 - - 14.59 -
E.« (€Vatom)| 1301 | 1.078| 1.422 - - - 0.907 0.893 -

JAWR -11.00| - 11.46| - 11.07| -11.42| -11.01| -9.30 -9.73 -10.08 -3.0t0-10.0

AV +3.59| +3.38| +3.72| +3.39| +3.60| +2.08 +3.63 +5.30, 0.0t08.0

.. -1.69| -1.99| -2.14| -2.32| -1.45| +1.10 -1.16 +0.10 -
Nis - - -0.39| -0.95 - - +0.39 - -
JAW - - -0.98| -1.02| - - -0.08 - -
JAYS - - -0.87| -1.12 - - +0.14 - -

LTh. Rodach, K.P. Bohnen, K.M. Ho, Surf. Sci. 286(1993) 66;

2. J.L. Da Silva PRB submitted (2004);

% S.Y. Liem, G. Kresse, J.H.R. Clarke, Surf. Sci. 415(1998) 194;

“. D.L. Adams, H.B. Nielsen, J.N. Andersen, Surf. Sci. 128(1983) 294.
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C 2.2: Moleculeg

SiH; molecule

A series of calculations usinddA andGGA have been done for the Sikholecule in
order to compare the results obtained with Si norm-conserving pseudopotédjiand non-
norm-conserving pseudopotenti®AW). In all these cases partial core-correction has been
used but with different ways of fitting. To our experience, asymmetric motelikdeSiH; are
very sensitive to the correct application of partial core coacin both cases the real space
implementation oPCC is used, in the case of tKd -type pseudopotential the partial core-
charge is simply added to the charge due to the plane-waves ttaltulated on the real
space grid. In the case BAW-type thePCC is added to the smooth and true charge densities
inside of the augmentation sphere. For B#WV-type of the Si pseudopotential tREC is
taken into account on a radial mesh inside the augmentation sphere dednamnbalFFT
real space grid outside the sphere. For H a purely local pseudogloientsed. The results
presented have been obtained by relaxing all hydrogen atoms withoabmstraint (i.e. no
symmetry has been used).

Table 1 SiH; molecule bond lengths and angles fbDA and GGA exchange-correlation
functionals.

Si-H a : H-Si-H angle H-H
bond length (a.u) (degree) distance (a.u)
KB-LDA 1.4970 111.64 2.4769
PAW-LDA 1.5036 111.72 2.4891
KB-GGA 1.4523 113.30 2.4265
PAW-GGA 1.4587 114.79 2.4577

In both cases,.DA and GGA, the Si-H bond length and H-Si-H angle are in very
good agreement for th€B- and PAW-type pseudopotentials. The radius from where the
partial core-correction was fitted is 1.19 for B -pseudopotential and 1.16 for tRAW-
pseudopotential. The calculation has been done in a cubic box’chBusing the gamma
point and an energy cutoff of 2/ (Gmax = 5 Ry*).

Figure SiH; molecule
blue — Si atom
grey — H atom

The next tables present LDA and GGA bond length for different mi@ecfor the
GGA two values for the bond length have been calculated: one is corregptmdhe case
when the second derivatives have been evaluated on a grid corresponding,ioatiGthe

* All the bond length are in a.u.
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second one is corresponding to the case when using the Bird and Wkiteesior which the
evaluation of the second derivatives is very accurate.
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NO molecule

A series of calculations has been carried out for the NOauleleln the tables below
we present the results in the case of using a small peoti@lcorrection for both atoms (the
radii used to fit thé>CC are equal to the radii of the pseudopotentials).

Table NO: gamma point, smaPCC, experimental bond length = 2.175 a.u., cubic box of a =
10 A,

Gmax | LDA |Error % Zng':x Error % Biré;-svﬁlite Error %
4.0 | 2.806 +29.0| 2.827 + 30.00 2.803 + 28.9
4.5 ] 2.542 + 16.8| 2.560 +17.7 2.435 +11.9
5.0 1 2.359 +8.4| 2.367 + 9.2 2.364 + 8.68
5.5 1]2.239 +2.9| 2.256 + 3.7 2.235 + 2.75
6.0 | 2.181 +0.3| 2.199 + 1.1 2.191 +0.72
6.5 | 2.165 -0.5| 2.184 + 0.4 2.178 + 0.1
7.0 | 2.165 -0.5| 2.185 + 0.5 2.175 0.0
7.5 12166 -0.4| 2.186 + 0.5 - -

The results obtained by other groups are: 2°T68sing LDA (- 0.27%), 2.189 (+
0.64% ) [PBE96-98], 2.181 (+ 0.27% ) [ES99], 2.192 (+ 0.78% ) [AB99] USIB4.

When taking into account a larger partial core-correction and asiegergy cutoff of
25 Ry (Gmax = 5.0 Ry the LDA bond length is 2.357 a.u. with 8.5% larger than
experimental, but when usir@GA within the Bird and White scheme the bond length is
2.320 a.u with 6.7% larger than experimental, so the larger parteacoorection helps to get
bond length shorter with 2% at the same energy cutoff.

CO molecule

In the case of the CO molecule it was very difficult tacte a reasonable level of
selfconsistency for th& GA calculation on a grid corresponding to 2% This is because of
the large oscillations that occur in the evaluation of the grad{set®nd derivatives) from
one selfconsistent step to the next. In the case of using thea®irdVhite scheme for the
calculation of second derivatives the oscillations are not presgntosie and the calculation
of the bond length can be performed. The radii where the parteicoorection is fitted are
equal to the augmentation radii of the pseudopotentials; this ntestres $malPCC is being
taken into account.

Table CO 1 gamma point, smaPCC, experimental bond length = 2.131 a.u., cubic box of a
=10A

Gmax | LDA | Error % Biri\clsvﬁlite Error %
4.0 | 2.469 +15.9 2.490 +16.9
4.5 | 2.404 +12.8 2.418 +13.4
5.0 12.284 +7.2 2.277 +6.9
5.5 12197 +3.1 2.189 + 2.7
6.0 | 2.148 +0.8 2.146 + 0.7
6.5 12.131 0.0 2.138 + 0.3
7.0 | 2.129 -0.1 2.134 +0.2
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The calculated bond lengths for a larger partial core-cooredsee details of the
pseudopotentials) are presented in the table below.

Table CO 2 gamma point, largECC, experimental bond length 2.131 a.u., cubic box of a =
10 A,

GGA
0, 0,
Gmax | LDA | Error % Bird-White Error %
5.0 | 2.283 +7.1 2.266 + 6.3
8.0 12.126 -0.2 2.104 -1.25

The results reported in the literature for the bond lengths2a180(+0.9%) [ES99]
and 2.146 (+0.7%) [AB99] for the case of using tB&A formalism for the exchange
correlation potential.

In the case of the CO molecule using a larger partial coreation for both
pseudopotentials at the same energy cuBff.{ = 5.0 Ry") the bond length is just with
0.6% smaller than in the case of using the smaller partialomoreetion, so the influence of
the PCC is much smaller than in the case of the NO molecule.

CN molecule

Again the first results are for the case of consideringadl grartial core-correction for
both pseudopotentials. The structure of the molecule can easily begathwsing a grid of
2*Gmax In the calculation of the second derivatives. The same accofdbg bond length is
obtained with the Bird and White scheme, the only difference ifdh#he latter the number
of iterations required for reaching the selfconsistency isthess half of the number of sc-
iterations needed when using a real space grid corresponding tax.

Table CN: gamma point, smaPCC, experimental bond length = 2.214 a.u., cubic box of a =
10 A,

Gmax | LDA | Error % ZGSQX Error % Birisvﬁite Error %
4.0 ]2.419 +9.2| 2.436 +10.Q 2.376 +9.8
45 12351 +6.2| 2.367 + 6.9 2.362 + 6.7
5.0 | 2.286 +3.3| 2.301 + 3.9 2.287 + 3.3
5.5 12.235 +0.9| 2.250 + 1.6 2.235 + 0.9
6.0 | 2.210 -0.2| 2.227 + 0.6 2.214 0.0
6.5 | 2.204 -0.4| 2.221 +0.3 2.210 -0.2
7.0 | 2.203 -0.5| 2.221 +0.3 2.210 -0.2

Using the larger partial core-correction and the energyffooit 25 Ry the bond length
is 2.280 (+ 3.1%) with.DA and 2.230 witlGGA (+ 0.8%). In the ref-2 theDA bond length
is 2.203 (- 0.5%) an@GA is 2.218 (+ 0.2) ([PBE96-98], [ES99], [AB99], [DB93]).

175



TESTS OF THE PAW-PSEUDOPOTENTIALS

O, molecule

The bond length of the oxygen molecule has been calculated takmngccount a
small partial core-correction. The calculation of the second dim@gaon the real space grid
corresponding t@*G mnax introduces oscillations from one self-consistent step to theamext
so that it becomes difficult to converge the system. Incredse¢emperature and changing
the mixing parameter can improve the convergence but the osadlare still present and a
big number of iterations are needed to achieve the required self-consistency.

Table O,: gamma point, smaPCC, experimental bond length = 2.283 a.u., cubic box of a =
10 A.

Gmax | LDA | Error % 2G§n:>< Error % Bir(isv?lite Error %
4.0 | 2.957 +29.6| 2.972 + 30.2 2.813 + 23.2
45 | 2.684 +17.7| 2.699 + 18.2 2.578 +12.9
5.0 1 2.482 +8.8| 2.498 + 9.4 2.382 +4.34
5.5 |2.344 +2.8| 2.362 + 3.4 2.333 +.2.2
6.0 1 2.272 -0.4| 2.294 + 0.5 2.277 -0.2
6.5 | 2.265 -0.7| 2.293 + 0.4 2.288 +0.2
7.0 | 2.277 -0.2| 2.308 + 1.1 2.295 + 0.5

When an energy cutoff of 30.Fy is used the calculated bond lengths agree well with
the experimental ones and otli&GA data from literature: 2.306 (+ 1.1%) [PBE96-98], 2.299
(+ 0.8%) [ES99] and 2.307(+ 1.2%) [AB99].

NH; molecule

The experimental bond length N-H is 1.192 a.u. and the angle HNH is 10688
nitrogen pseudopotential has been generated by taking into account gparall core-
correction fitted at the augmentation radius of the pseudopotentiataltgations have been
performed in a cubic box with a = 14 A.

Table NH3 1. LDA results, gamma point, nitrogen pseudopotential with JAGO0

Gmax | Bond length | Error % | Angle (degree)| Error %

4.0 2.197 +14.9 94.71 -11.2 - -

4.5 2.118 +10.8 98.14 - 8.0 O
5.0 2.036 + 6.5 101.71 -4.6

5.5 1.973 +3.2  105.09 -1.5

6.0 1.945 +17  106.46 02 L ire NHs molecule
6.5 1.933 +11  107.20 +0.5 blue —N atom
7.0 1.932 +1.0 107.3 +0.6 grey — H atom
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Table NH3 2 GGA results, gamma point, nitrogen pseudopotential with sR@l, real
space grid corresponding 28G max

Gmax | Bond length | Error % | Angle (degree)| Error %
4.0 2.110 +10.4 98.52 -7.6
4.5 2.109 +10.3 97.52 - 8.6
5.0 2.020 + 5.7 102.45 -3.9
5.5 1.960 +2.5 106.13 -0.5
6.0 1.926 + 0.8 111.14 +4.18
6.5 1.913 + 0.1 112.70 + 5.64
7.0 1.912 0.0 109.20 + 2.36

Table NH; 3: GGA results, gamma point, N pseudopotential with srR&IC, Bird and
White scheme.

Gmax | Bond length | Error % | Angle (degree)| Error %
4.0 2.201 +15.11] 94.61 -11.3
4.5 2.122 +10.9 97.69 -84
5.0 2.038 + 6.6 100.97 -5.3
5.5 1.974 + 3.24 104.15 -2.4
6.0 1.946 + 1.7 105.45 -1.2
6.5 1.933 +1.09 106.15 -0.5
7.0 1.922 +1.04 106.24 -0.4

The calculated N-H bond length and H-N-H angle reported in thatlire are 1.930
a.u. (+0.94%) and 107.3+0.58) forLDA and 1.9331 a.u. (+1.10%) and 105-4.01%) for
GGA ([PBE96-98], [ES99], [AB99], [DB93]).

CH, molecule

The experimental C-H bond length is 2.052 a.u. DA bond lengths reported in the
literature are: 2.074 a.u [PBE96-98],, 2.081 a.u. [DB93] and foGtBA functional 2.071
a.u. (+0.92) [PBE96-98], 2.073 a.u. (+1.02) [AB99]. In the calculation of the C-d bon
length for the carbon atom a partial core correction fitted orge ladius has been used. The
results for different energy cutoff are listed in the Table fGCH

Table CH,4 1: gamma point, smafPCC, cubic box with a = 14 A.

Gmax | LDA | Error % ZG(SQX Error % Birccla-\c/;v'?]ite Error %

4.0 | 2.223 +8.33| 2.216 +7.99 2.178 +6.13

45 |2.189 +6.67| 2.185 +6.48 2.1487 +4.71

5.0 | 2.137 +4.14| 2.134 + 3.99 2.100 + 2.32

5.5 | 2.092 +1.94| 2.089 +1.80 2.060 + 0.38

6.0 | 2.076 +1.94| 2.073 + 1.02 2.039 -0.64 .

65 | 2.073] +1.02| 2071| +094 2034 ~0.8g Fld- CH, molecule
light grey — C atom

7.0 | 2.074 +1.07| 2.072 + 0.97 2.034 -0.86 dark grey — H atom

7.5 |2.074 +1.07| 2.072 + 0.97 - -

Taking into account a large partial core correction for theorapseudopotential and
using an energy cutoff of 28y the calculated bond length is 2.112 a.u., i.e. 2.92% larger than
the experimental value.
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Appendix D

PLDQOS for clean Cu(110) surface

Figure PLDOS of clean Cu(110) surface:
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It is often helpful to understand which atomic states (charaeterby angular-
momentum) of a given atom are contributing to the eigenfunctions obtilesystem. Thus
one calculates the partial local density of states (PLDO@She atom by projecting the
eigenfunction to states of certain angular-momentum symnheitnya sphere surrounding the
atom . The angular momentum is not a conserved quantity in a solid, butllifgriana
expansion into different symmetry contributions can be done by decargpolsine waves
into Bessel's functiong, times spherical harmonic4 , where the site of atorp is taken as

the origin (see Anhang D in [Kro01]). Integration yields the quantity:

) (R)=(w, [Py, ) = far'| (5 R w, ) ©)
S/J

where the matrix elements are (see equation A.4.8):

(rPAw,, ) = %Zc&e“éfmﬂy" i QIZ +G r#) v, k+6)v.[r.) ©-2
G m

and the integration is performed in a sph&garound the atomu . A suitable choice of the

radius of the sphere is apparently half of the nearest-neighbor distance.
The partial local density of states is defined as:

PLDOS: D{(e) = [ dk*Yqt'dle -, ) (D-3)
1.BZ v

The pseudopotential approach guarantees that using pseudo-wave functiondg@xpa
in plane waves) the PLDOS-spectra describe exactly thibdistn of the energy levels. For
the norm-conserving pseudopotentials (Kleinman-Bylander form whergvadkie-functions
are norm-conserving) the relative heightssgfp- andd-levels are correctly reproduced as
well. This is not true for non-norm-conserving pseudopotentials (PAW foBimce the
pseudo-wave functions are non-norm-conserving, for a correct descriptithre g€lative
heights of thd -channels, the augmentation charge should be added.

All PLDOS-spectra in this thesis have been calculated usingtbaelypseudo-wave
functions. This means that the relative heights-gb- andd-levels are not exactly described.
This is specially the case of the pseudopotentials for which d-pseasd®functions have
been constructed (see the plots of all electron and pseudo-wave funofiotise
pseudopotentials in Appendix “Parameters and Tests of the PAW-pseudopotentials”).
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